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From the Editor’s Desk

Most histories of the personal computer have tradition-
ally focused on the United States (and to a much lesser
degree Western Europe), but as Zbigniew Stachniak
reminds us in his cover article “Red Clones: Soviet Com-
puter Hobby Movement of the 1980s,” the personal
computer attracted the attention of enthusiasts around
the globe. In the Soviet Union, electronics hobbyists
discovered the computer later than in the West, but
once they did they embraced it with enthusiasm. Fortu-
nately for them, the Soviet government approved of,
and in fact supported, microcomputer-oriented groups
and publications, and by the early 1980s, there was a
thriving computer hobbyist community in the USSR.
In tracing the shift from indigenous, Soviet-built
machines such as the Radio-86RK to the mass appeal of
ZX Spectrum clones, Stachniak provides an important
contribution to the growing literature on the global his-
tory of the personal computer.

In his overview of the history of computing in India
in the period 1955—2010, Vaidyeswaran Rajaraman
extends our global perspective in a different direction.
His careful attention to the larger political economic
context of technological innovation reminds us that, as
first a newly independent nation and later as a develop-
ing economy, India necessarily pursued a different strat-
egy from those of the Western industrial powers. The
long-term investments that India made in education
proved particularly fruitful, and they eventually
allowed India to assume its current status as a power-
house of software development and services.

Speaking of educational infrastructure, in his
insightful and very personal history of the IBM Sales
School, James Cortada provides a vivid reminder of the
central role of the distinctive “IBM culture” in the suc-
cess of that organization. This culture has often been
mocked by early personal computer entrepreneurs as
stale and old-fashioned, but Cortada reveals a lively,
productive, adaptive, and extraordinarily durable sys-
tem that served to capture, disseminate, and create new
knowledge within the firm. “There is no saturation
point in education,” said the sign above the IBM Educa-
tion Center in Endicott, New York, and although the
wording might today sound antiquated, the sentiment
would be familiar to anymodern start-up company.

In our third article dealing with education (the
emerging theme was unplanned but auspicious), Peggy
Kidwell describes how technical workers learned to use
slide rules, as well as how slide rules were used to learn.
Although the Scottish mathematician John Napier first
published his work on logarithms in 1614, and instru-
ment makers were producing slide rules within a few
decades after that, it was not until the late 19th century

that slides rules became an important part of American
mathematical practices. As with all of the history of
computing, the technology alone was not enough to
drive history: equally important were schools, text-
books, educators, andmanufacturers.

The sketch map of the early ARPANET that first
appeared in 1969 has assumed iconic status among his-
torians and the public alike. It features in many a book,
website, documentary, and museum exhibit illustrating
the “origins of the Internet.” In their article on the pro-
duction and interpretation of this and other ARPANET
maps, Bradley Fidler and Morgan Currie trace the
assumptions, strategies, and meanings associated with
such representations. Like all maps, the ARPANETmaps
are historically situated documents; they cannot be
seen as merely descriptive, but are intentionally
designed to highlight and reinforce certain values. In
the case of the 1969 ARPANET map, for example, the
visual representation emphasized decentralization and
equality among nodes, and it concealed hierarchies of
login access and the directionality of communications.
There is a growing literature on the material culture of
information, software, and other virtual artifacts, and
Fidler and Currie provide us with an exemplary case
study in the value of such analyses.

On a final note, this issue represents the first for
which I am the nominal editor in chief. But as I only
assumed that role on the first of this year, all of the real
work was done by David Walden, who for the past sev-
eral issues has served as not only the acting EIC of the
Annals, but in a variety of other informal roles as well. I
cannot thank Dave enough for his contributions to the
Annals, and his managerial experience, personal and
intellectual enthusiasm, and work ethic have set a high
bar for me to reach for over the next few years. All of
our authors, editors, reviewers, and editorial board
members have gone above and beyond the call of duty
this past year. Thanks to them, and to our tireless and
amazingly competent IEEE CS staff, we have another
excellent volume of top-quality articles and depart-
ments to reflect proudly upon and another year of the
Annals to look forward to.

Nathan Ensmenger is the editor in chief of IEEE Annals

and an associate professor in the School of Informatics and

Computing at Indiana University. Contact him at

nensmeng@indiana.edu.
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Gordon Bell

Dag Spicer
Computer History Museum Editor: Dag Spicer

Computer pioneer Gordon Bell has
been one of the industry’s leading
figures for nearly 50 years. A fellow
of the American Academy of Arts
and Sciences (1994), American Asso-
ciation for the Advancement of Sci-
ence (1983), ACM (1994), IEEE
(1974), and Australian Academy of
Technological Sciences and Engi-

neering (2009) and a member of the National Academy
of Engineering (1977) and National Academy of Science
(2007), Bell was also a founding board member of the
Computer HistoryMuseum.

The following interview is based on anoral history con-
ducted by Gardner Hendrie for the CHM in June 2005.
(The full transcript is available in theCHMarchive.1)

Gardner Hendrie: Could you tell us a little bit about

where you were born and your family and give a

little background about your formative years?
Gordon Bell: I’m a fan of crediting everything to my
parents and the environment that I grew up in. I was
born in Kirksville, Missouri, on 19 August 1934. Kirks-
ville was a college town and a farming community, with
a population of about 10,000, and it hosted the North-
east Missouri State Teacher’s College, which eventually
morphed itself into Truman State University. My father
had an electrical contracting business and appliance
store and did small appliance repair. I grew up working
at “the shop” and spent my formative years in that
environment.

Hendrie: What are the earliest memories you have

of thinking about what you might want to do

when you grew up?
Bell: I was one of the best electricians and appliance (e.g.,
dishwasher) repair persons in the town when I went to
college. The Rural Electrification Administration (REA)
program to electrify all the farms in the country had
been established in the mid-1940s, so I did lots of house
and building wiring. I installed industrial equipment
and worked on all of that kind of stuff, such as applian-
ces, buildings, houses, and industrialmachinery.

Hendrie: Tell me about the things you did, what

you studied. You obviously learned a lot from just

working with your father. What did you study in

high school?
Bell: What was really important was having a wonderful
science teacher and a wonderful math teacher. I still

remember both very fondly. At that point in time in
Kirksville, Missouri, you didn’t take calculus since it
wasn’t offered, but I took chemistry and physics and
then geometry, trig, and (perhaps) solid geometry.
Those were really critical to enable me to pass the SAT
and go to MIT. At some point, maybe when I was 12 or
so, I thought I wanted to be an engineer. I had no idea
what an engineer was. I had books that I sort of read—
Books of Knowledge and The Way Things Work—so I
gleaned that somewhere, somebody figured out how to
make these things work and that was the interesting
thing, not repair. Repairing them was okay, but in fact,
designing them or inventing them seemed like a lot
more fun. So thatwas basically the course that I set fairly
early, withno one tellingme I should be doing this.

I really had no trouble at MITeven though one ofmy
dad’s golf buddies who taught at the college advised me
not to go there because I might fail. MITwas hard work,
and I have nice memories about being there even
though I can’t imagine being admitted now. I went into
the co-op program because I wanted to understand
what it was like to be an engineer.

Hendrie: So when you were approaching gradua-

tion, you must have been thinking about where

you were going to go and what you were going to

do. Did you ever think you wanted to continue an

academic career, or did you want to go out and

get a job?
Bell: The problem was the co-op experience had con-
vincedme that I didn’t really know if I wanted to have a
job living in a sea of desks with other engineers, so this
is where serendipity kicked in. A really good friend and
graduate year roommate, Bob Brigham (for whom my
son, Brigham, is named) and I walked into the depart-
ment head Gordon Brown’s office. He said, “Well, what
are you going to do with your lives at this point” or
something like that. He went on and offered: “Why
don’t you guys go to Australia and help my friend, Rex
Vowells, who’s starting a computer engineering pro-
gram in their EE department? They’ve just got a com-
puter at the University of New South Wales. It’s an
eight-year old university and wants to pattern itself
after MIT. Go there and do some research, teach some
courses.”

The Fulbright program accepted us and it was a won-
derful experience. When I visited the University of New
SouthWales a few years ago to give a lecture, outside of
the department head’s office they had a keypunch and
a big reproducing card reader/cardpunch. I said, “Gee,

4 IEEE Annals of the History of Computing Published by the IEEE Computer Society 1058-6180/15/$31.00 �c 2015 IEEE
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did that come from the DEUCE [Digital Elec-
tronic Universal Computing Engine]?” And
they said, “What’s the DEUCE?” I explained,
“Thatwas the English Electric DEUCE, named
the University of Technology Electronic
Computer (UTECOM). It was about the sec-
ond or third computer brought intoAustralia.
I programmed it using that card equipment.”

Anyway, Bob and I spent a year there pro-
grammingDEUCE; Turinghadworked onACE
at the National Physical Laboratory that Eng-
lish Electric used as a prototype forDEUCE.

Althoughwe had an enjoyable time seeing
the country and going to the beach, we
worked very hard. Bob and I wrote a program
we called the Symbolic Optimum DEUCE
Assembly (SODA). DEUCE was a very difficult
machine to program because it had a working
store that held the program of eight, 32 delay
lines, backed by an 8,192 word drum. The
philosophy of Turing was don’t waste any
hardware on what people can do. Make the
people work, not the hardware. And so the
instructions coded the opening of gates for
delay lines to go into other delay lines. It was
like you wrote this little traffic program to
move a word at a given point in time from
one delay line in through a gated adder and
into a delay line register.

Australia is also where I met my wife,
Gwen, another Fulbright scholar working on
city planning. I proposed to her with the
DEUCE. I wrote a program that was essen-
tially just a little flowchart. The way the dis-
play worked was that you could bring down
stuff into one of the memories. DEUCE had a
32 � 32 scrolling display grid that you could
write messages into it. Thus, the memory was
also an output and user interface.

Hendrie: You got her in front of the

machine?
Bell: Yes, I said, “Here, run this program.”
Since the machine had no keyboard, all she
had to do was answer yes or no questions by
flipping a couple of sense switches. I even
think I may have submitted the program to
the library.

Hendrie: Did you know what you were

going to do when you came back to the

United States?
Bell: I left Australia in August 1958. I don’t
think I knew exactly what I was going to do.
Gwen had to finish her master’s degree at
Harvard, so location was constrained to
Cambridge.

I interviewed at MIT, and I recall inter-
viewing at EPSCO, which made test equip-
ment. And I had several other offers. Philco
in Philadelphia was interesting as an early
computer manufacturer. I don’t recall an
offer, but GE was a possibility because I had
been a co-op student there. I had an offer
from NCR after a written half-day intelli-
gence test. At some point, I interviewed at
BBN with Ed Fredkin and JCR Licklider (Lick),
but luckily they didn’t hire me to do pro-
gramming research.

So, my first real job was as a staff engineer
at MIT working for Professor Ken Stevens on
speech analysis where I wrote a program anal-
ysis called analysis-by-synthesis that is still
referenced. I also worked at MIT’s Instrumen-
tation Lab on a pulsed analog correlator—an
interesting, but flawed idea.

Hendrie: The DEC PDP-1 had not been

built yet, had it?
Bell: No, no.

Hendrie: So, MIT Professor Jack Dennis

didn’t have his PDP-1 yet?
Bell: Right, in 1960 a tape controller was
needed for the TX-0 (see Figure 1) and that’s

Figure 1. Gordon Bell and colleagues at a TX-0, circa 1959.
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how I got to Digital Equipment Corporation
(DEC). I was buying modules from DEC for
the tape controller design, and that’s how I
met the company and ended up getting a job
offer in May 1960. I interviewed with Ben
Gurley, the PDP-1 designer who had critiqued
my tape controller design.

Dick Best was their chief engineer, doing
circuits, and then in that process I met Ken
[Olsen] and Andy [Harlan Anderson]. I was
the second computer engineer working for
Ben and had badge number 80. DEC didn’t
have the problems that I had seen as a co-op
student at GE where I had to live in a sea of
desks. Everybody had their own little office
made from hollow core doors, which was
uncommon.

I know I wrote a floating-point package for
the PDP-1 and was instrumental in starting
DECUS in 1961. I knew we have to share pro-
grams among the users—just like IBM’s Share.
There’s somuch code to write.

Fortunately, DEC got a big order from Inter-
national Telephone and Telegraph (ITT) that
allowed us to continue and grow. It would
have been 1961, and we made a deal with ITT
to build them a switching system called the
ADX 7300 to replace their “torn Teletype”
tape-switching systems. As a project engineer,
I learned about serial communication and
ended up inventing the UART (Universal
Asynchronous Receiver-Transmitter).

Half of the PDP-1s were sold to IT&Tunder
the ADX label. And in fact, it was one of the
key things that I’d say “saved the company”
and made it a computer company because
just getting a lot of “standard” orders was the
key thing. Otherwise, we could have just
been special systems builders.

That’s also about the time you and I met,
and I started working on the PDP-4 [mini-
computer]. And I think you [interviewer
Gardner Hendrie, who worked at Foxboro, an
industrial controls company] triggered the
PDP-4, which was to say, “We want a control
device.” And we said, “Yeah, we can make
one of those,” and I became the project engi-
neer of the PDP-4.

For whatever reason, I decided that it
wasn’t going to be PDP-1 compatible. This
was before I understood about programming
and programming cost and investment—still
probably the most misunderstood concept in
computing. People just don’t understand the
value of software, the integrating effect of
software, and why you, whenever possible,
use somebody else’s program and interfaces
where there’s an installed base of software
that you have access to. Changing the archi-
tecture is always tempting for whatever rea-
son, and it’s usually a bad idea.

One of the quotes that [Maurice] Wilkes
made after completing the EDSAC was, “It
wasn’t very long before we began to realize
the value of the software that we had created
would vastly outweigh the cost of the
machine.” Anyway, the PDP-4 turned out to
be the resulting architecture that was used for
the PDP-7, the PDP-9, and the PDP-15 imple-
mentations. It had a long, two decade life.

Hendrie: When did the first ideas for

PDP-6 come about?
Bell: I’m sure Andy [Harlan Anderson, DEC’s
cofounder] triggered it and said something
like, “Gordon, go off and look at building a
serious machine,” and that this should be a
bigger machine, a machine designed for
time-sharing. We’d been playing with time-
sharing with BBN, and theMITCTSS was run-
ning. The PDP-1 was way too small to be
worth time-sharing. There wasn’t enough to
share. It didn’t have floating point and with
an 18-bit word, little computation ability. So
the idea was to improve on all of those
dimensions, a lot more bandwidth, a lot
more expandability, a lot bigger machine,
and make a real computer that could handle
numbers. That would have been in 1963.

The time-sharing idea was floating around
then. [John] McCarthy and [Marvin] Minsky
had described time-sharing at MIT, and then
Corby [Fernando Corbat�o] had built CTSS
using the 7090. So the ideas at MIT and then
the PDP-1 time-sharing at BBNwere the early,
very first time-sharing machines, and then
Dartmouth built their Basic using the GE

DEC’s PDP-6 was a

response to DEC’s

cofounder Harlan

Anderson telling Bell,

“Gordon, go off and look

at building a serious

machine.”
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computers. Those were the ideas. PDP-6 was
the first time-sharing computer that was
designed from the bottom up (see Figure 2).

Alan Kotok and I started the project, and
as it picked up steam, two circuits engineers
and technicians joined. There was the idea of
having general-purpose registers. That’s kind
of the big thing that we had architecturally.
We didn’t know it at the time, but the Pega-
sus in the UK had a somewhat similar kind of
architecture and then the IBM System/360
used general registers.

Hendrie: Was there the concept of a

protectedmode or anything like that?
Bell: Oh, yeah. This was the big part of the
architecture. We knew time-sharing needed
to have the protection among users as well as
someway to share common code. This ability
was added in the PDP-10 with the addition of
another set of relocation registers. Ultimately,
themachine evolved to have a page table.

When the IBM System/360 came out in
1964, we were lucky that their design wasn’t
oriented to time-sharing. We delivered 10
PDP-6s by June 1966 (1,000 of the family
were built). One of the first deliveries was to
Stanford. Of course, the first thing John
McCarthy said was “I want a large, fast mem-
ory. I am going to go out and buy one. DEC is
charging a zillion dollars for memory.
Ampex, will you design us a large, inexpen-
sive core memory?” So we probably started
the add-on memory business. The PDP-6 was
easy to interface to, and the specs were
printed right in the programmingmanual.

Hendrie: Did you get any ideas from the

Atlas?
Bell: Yes. The Atlas tomewas just a spectacular
machine. I was really impressed by it. I
remember visiting Manchester in 1962 or so,
and then I saw it being built at Ferranti, in a
very casual way. Later I went to Manchester
and I was watching these guys build it. I sort
of said, “Gee, if these guys can build a com-
puter like that, Imean, this is crazy, you know,
we can build anything wewant.We should be
able to do this.” Because they were just very
casual. I asked, “When are you going to get
this thing wired?” They weren’t in a hurry or
anything like I expected from a commercial
company. “Well, you know, it’ll maybe be six
months beforewe can turn the power on.”

Almost from the start, hand-wiring of
machines was a limiter for production. It was
especially true for building PDP-6s that had

lots of interconnections. Either you have to
have a machine to check the wiring, or you
wire it automatically. And so we called up
Gardner-Denver and got them in and said,
“You know, we’d like to buy a machine.”
That was the beginning of the PDP-8 mini-
computer. Because the main thing about the
PDP-8 was that it was mass produced using
wire-wrap. That all came about because we
couldn’t manually wire PDP-6s.

Hendrie: What did you do next?
Bell: I think at that point I didn’t feel the
machines were challenging, and I saw what
DEC had to do, which was to make copies of
their existing line of computers. At this point,
I had discovered company growth would
now be a software problem and that you’ve
got to take advantage of that. DEC should
not be building any new architectures. It
shouldn’t be looking at architecture as a way
to solve anything. That prompted me to take
a sabbatical. I wanted to go back to academia,
and Ivan Sutherland and I talked about doing
something together. I wasn’t that interested
in graphics, and I think he was going to Utah,
so he suggested I go to Carnegie Tech because
he had been a grad. So I went to meet Perlis
or Newell.

Hendrie: Were Newell and Simon both

there?
Bell: Allen Newell, Herb Simon, and Alan Per-
lis were there. The three of them had written

Figure 2. Gordon Bell operating a PDP-6, circa 1964.
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a paper the summer I got there titled“What Is
Computer Science,” which to me is a classic.
It was a little paper for Science about trying to
define the scope of it and why it should be
called computer science. I went for an inter-
view there, and they offered me a job as asso-
ciate professor. Rod Williams was the head of
EE, where I had a joint appointment, and Per-
lis was heading the Computer Science
Department. I convinced Allen Newell to
help me write the book Computer Structures—
that was my main work. During this time
(1966–1972), I consulted withDEC.

Writing the book Computer Structures and
working with Allen was a great experience.
We invented notations for describing com-
puter systems and constructed a taxonomy
that formed the basis of The Computer
Museum collection that was started when I
returned to DEC. The book helped with the
inventions of the PDP-11 Unibus and general
registers concept. These got invented by
just thinking about them for the book. In
1971, Harold McFarland, an undergraduate
student who I worked with, went to DEC
and took the basic concepts to architect the
PDP-11.

In 1972 I had it arranged to go to Australia
for a sabbatical next year. At that point, I
believeWinHindle of DECmademe an offer:
“Why don’t you just come back and run engi-
neering? We just need somebody to take care
of all the engineering.” I basically thought,
“I’m emotionally packed. I might as well go
back to Maynard.” However, the main moti-
vation was that the microprocessor had just
been introduced and VLSI was on the horizon
as a technology that would yield spectacular
results.

Ken initially assigned me two engineering
groups—power supplies and memories—
because those were the parts that were cen-
tralized or that could be centralized. Also, I
knew nothing about them. It made me hum-
ble. By 1974 I was VP of all R&D.

Hendrie: Tell us about the VAX. Who was

on this original team, who were the key

people?
Bell: VAX stated in April 1975 with the VAX-A
team of Dave Cutler, Richie Lary, Steve Roth-
man, Bill Strecker, and me. Tom Hastings
joined as the scribe to keep the record. Bill
had been in research and had outlined a pro-
posal for a byte-oriented architecture we
called “culturally compatible” with the PDP-
11. I named it the VAX-11 to keep us on track
in terms of it being an extension to the PDP-
11—of the same style but with more bits, but
you’d still recognize it as a PDP-11. The other
decision we made was to put a PDP-11 in the
VAX so there was a mode that executed PDP-
11 code in a part of memory. That was essen-
tial because we ran a lot of software as a PDP-
11 for a long time.

We didn’t see the switchover to a cache-
based RISC-type machine happening within
decade. In fact, wewere going to do the oppo-
site, put all of that code in RAM, because at
the time it was just peaking where you could
basically put anything you wanted into
microcode. It was the opposite of RISC. It was
the most complex machine you could build.
It was used for both business and science, so
it was both for Fortran and Cobol. It had
Cobol instructions, just like the 360 and Bur-
roughs B5500. This is one of the things that
most academic architects never bothered to
understand. The VAX-11/780 hardware team
had built a general-purpose microcode emu-
lator. By September 1975, we had a running
machine—a fast, or relatively fast, running
machine that we could check the microcode
on and test programs.

The IBM System/360 had a number of
operating systems depending on how big
your company was, and what I wanted was a
single operating system in which the only
thing that was different was what you might
run on that and how many people were
attached to it, down to single user.

By the summer of 1978, after a year of
sales, it was clear that the machine was going
to be successful, so at that point I proposed
and wrote the “VAX Strategy Memo,” which
essentially bet it all on VAX. We would build
a number of machines and would stop build-
ing PDP-1s or 8s except to maintain designs
as long as they were profitable. The strategy
didn’t say anything about the PDP-10. We
stopped building PDP-10s later, and every-
body accusedme of killing the PDP-10, but in
reality what happened was that there was no
one able to build PDP-10s. Alan Kotok had

PDP-6 was the first time-

sharing computer that

was designed from the

bottom up.
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stopped working on PDP-10s, and now no
one knew how to build a PDP-10.

The VAX Strategy was the big event in the
fall of 1978 that came while I was diving on a
sailboat in Tahiti. It was really an “Ah ha”
moment. I thought, “We’ve got to build a
range of machines but unlike the IBM System/
360.” There were two things that were differ-
ent. In the case of the 360, all themodels were
fundamentally mainframes. They were all
operated the same way. They had different
operating systems. In the case of VAX, they all
had the same operating system, they had the
same environment, and the thing that differ-
entiated them was where they lived in the
hierarchy. So we pioneered clusters by aggre-
gating PDP-11/780s and then biggermachines
together saying we would never be able to
afford building the big machines that IBM
was building and that the way to solve that
problemwas simply to cluster things. That les-
son got forgotten later on and that was one of
the bad parts of what happened to DEC.

The irony is that all post 2005 computers
are built as clusters whether for the cloud or
for supercomputing.

Hendrie: Were there any issues in the soft-

ware development of the original VAX?
Bell: Software went very smoothly with Dave
Cutler leading VMS. Dave had written RSX-11
and, after leaving Digital, led Microsoft’s NT.
There weren’t research questions to answer.
Bell Labs had gotten an early VAX, and I think
that they had ported a Unix System 3 or 5,
whatever, to it. Then we had VAXen that
went to Berkeley for Berkeley Unix.

Hendrie: Tell us about DEC’s efforts at

building a personal computer.
Bell: DEC introduced three separate personal
computers in 1982 when the world was
clearly just standardizing on the IBM PC. This
was really the root of the problem, and you
didn’t have to be very good either because
everybody had adopted the standard. So I’m
not going to fault us for doing the three sys-
tems because there was, for example, the
DECmate, that was based on the PDP-8, and
which was a fairly simple thing because of
the tiny engineering group it had. They were
very productive. They had customers, they
had legacy, and they had software, so we
weren’t investing a lot. It was used both for
small business and word processing. In fact, I
tend to look at it as the DECmate was a won-
derful word processor, and it competed with

Wang. It was very nice, so I wouldn’t have
changed that.

The PDP-11was our bet onwhat was going
to be the workstation PC, and in fact, as it
came out it was superior to the PC—there’s
no question about that—but the whole issue
of standards really overwrote everything else.
The other thing was that we didn’t even
allow people to connect to it. The PDP-11-
based workstation, called the PRO, was held
proprietary so there was no way to compete
with an open standard like the PC where
every part was open.

The Intel-Microsoft PC was the Rainbow. I
don’t know how long it was before it was clear
that that’s the way the industry’s going to
structure, but it wasn’t very long after the
PC—clearly by 1983. And DEC never quite got
it. It took years. I know they didn’t get it by
1986. I was at NSF andKen [Olsen] sent a PC to
me to test. It had everything but software, and
I said, “Where’s the software?” Ken said, “We
need special software because it doesn’t run
IBMPC compatible software, or even the plain
Microsoft DOS.” DEC was not used to follow-
ing standards it didn’t create. DECmight have
been a player in the PC likeHP or anybody else
that was starting up because it was a volume
issue and DEC was okay in manufacturing.
DEC could get itself together to manufacture
when it had to, and it would have been a great
challenge, but when they finally did do it they
were always behind. I’d say certainly the PDP-
11 workstation was a waste and it didn’t have
the right stuff, but in this case it was really the
PC coming in as proprietary, when what the
worldwantedwas standards.

Worst yet was the workstation market
being developed by Apollo and Sun. These
took critical parts of the VAXmarket.

Hendrie: Let’s get back to your career.
Bell: I left DEC after my heart attack in the
summer of 1983. I’d say at that point, that
summer or shortly thereafter, it was pretty
clear to me that the PC was the standard. I
came back from the hospital, and I sat in on
some very contentious meeting about some-
thing and I thought, “You know, this is just
too hard.” This will kill me.

Hendrie: From your own personal point

of view, you decided that you probably

didn’t want to stay around DEC and

decided to leave.What did you do?
Bell: Henry Burkhardt came to me and said,
“Hey, I’m starting this company with Ken
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Fisher. Do you want to join us as a
cofounder?” Basically, I talked with the guys
and it was an insane business plan—about as
far from the “ideal” I eventually wrote about
in the book High Tech Ventures. But my atti-
tude was, “Hey, I’m leaving, here’s a train. I’ll
just get on this train, and if I don’t like the
train, I’ll get off. What the hell. No big deal.
Here’s a start-up. Let me see what that’s all
about.” So we formed Encore. It didn’t take
me very long to get educated about start-ups,
having never been part of one since the
founding of DEC. By February 1986, we had a
set of products including a multiprocessor
mini, a workstation, and networking infra-
structure that were quite impressive. How-
ever, the board fired Henry, so I left the
company. Sun eventually acquired Encore for
patent rights.

In December 1985, I decided to move to
the West Coast. I had been there as a board
member of Silicon Compilers and met Steve
Blank, Ben Webreit, and Allen Michaels, who
had just sold Convergent, a successful start-
up they had formed, and suggested using the
MIPS chip to build a powerful workstation.
The company Ardent built a great graphics
supercomputer based on the Cray vector
architecture. In the process, I gained an even
greater respect for Seymour Cray.We sold sev-
eral hundred, but in the end, SGI had more
end-user software and was simply too
entrenched.

Meanwhile in early 1986, Erich Bloch had
recruited me to start up the National Science
Foundation’s Computing Directorate. Vari-
ous computer science areas from NSF were
combined to form the Computing and Infor-
mation Science and Engineering (CISE) Direc-
torate. By 2008, the budget was maybe a half
a billion dollars for computing research and
one of the largest directorates. It included
hardware and software engineering and com-

puter science research plus supercomputing
centers that were just forming. Each super-
computers center funded its own network.
That was really a fun time. There were alter-
nate days I felt like somebody competent
could actually run the country, although it
was nontrivial, but I learned a bit about how
things worked in Washington and what the
executive branch did. I still get a queasy feel-
ing when I go toWashington.

One of the first and maybe most impor-
tant actions was to create a network division
that worked on the National Research and
Education Network (NREN) Plan (aka the
Internet). That plan was used to get funding
for regional networks and to tie these
through a funded backbone. This was in
response to the Gore Bill [Supercomputer
Network Study Act of 1986]. NSF’s and Al
Gore’s staff wrote a bill that said that NSF
should write a plan for a national networking
infrastructure. I led the cross-agency group
from Department of Energy, Department of
Defense, National Institutes of Health, NASA,
and NIST that created the plan for the Inter-
net that was actually executed.

I think what CISE did, in addition to coa-
lescing the funding of computer science
research, was establish networking and get
the supercomputing program on the right
foot, including a painful switch to a more
standardized environment. One of the more
controversial goals for CISE was a focus on
parallelism. Perhaps the NREN response to
the Gore Bill was most important because it
established the Internet.

A by-product, resulting from the discus-
sions about parallelism at NSF, was the estab-
lishment of the Gordon Bell Prize for
parallelism in 1987. The prize is administered
by the ACM at part of the annual ACM/IEEE
Supercomputing Conference where the results
are presented. In 1987, the first prize was for
about one-half gigaflop and parallelism of a
thousand. In 2014, performance is about 50
petaflops and parallelism of several million. I
believe the prize is a useful part of supercom-
puting and personally very gratifying.

After NSF, I began enjoying life and just
floating around Silicon Valley. I was on Suhas
Patil’s board at Cirrus Logic and doing other
things including consulting at Sun and Intel.
The net result of this period, 1983 to 2007,
was I invested time and/or money in over
100 companies or about four companies per
year. A nice result of this period was the crea-
tion of the Bell-Mason Model for new ven-
tures with Heidi Mason (described in High

Between 1983 and 2007,

I invested time and/or

money in over 100

companies or about four

companies per year.
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Tech Ventures). Heidi is the CEO of the Bell-
Mason Group that helps companies manage
andmeasure their ventures.

In 1994, I met Jim Gray, one of the hap-
piest andmost productive events of my life—
we had never met before. He came to my
house, and we talked about what computers
were going to be like and decided we had
exactly the same religion about how com-
puters were going to be built.

We were convinced that scalables were
going to take over all the other computer
classes. All the different little classes and
niches were going to be wiped out and
replaced by scalable PCs or “bricks.” Clus-
ters of themwere going to wipe out worksta-
tions; network-connected PCs were going to
go right up through to minis and main-
frames and eventually supercomputers.
Then Jim wrote that up, and he gave a talk
about it in Berkeley in three McKay lectures.
That was kind of the beginning of our
belief.

Jim had been consulting, and he calledme
to say, “I can’t deal with this. I just need a
place to work and a project. This is just not
any good for me.” In 1991 I had helped
Nathan Myhrvold start Microsoft Research
and recruit Rick Rashid and was on their advi-
sory board. So I emailed Microsoft to say,
“Hey, we’ve got to hire Jim and set up a lab.”
It turned out he had been talking with them
for a year or so, so probably all I did was to
crystallize the charter. I’m not sure whether
Nathan asked me to run Microsoft Research
or not, but in any case, I do recall saying, “I’ll
help find someone really good to do it!”

It took Microsoft about a nanosecond to
hire Jim in the summer of 1995, and then Jim
calledme to join. “Okay, you’ve got to be part
of the lab. You need a job, you know, your life
is just floating around doing whatever. You
need discipline.” So he convinced me to
come with him to the newly established
Microsoft Bay Area Research Center in San
Francisco. In August 1995, I joined to work
on “telepresence.” Jim and I convinced Jim
Gemmell to joinme for the “heavy lifting.”

In 1999, I decided to scan all my “bits”
[personal and professional records] and that
got me onto the path of “cyberization.” Since
then, I think I’ve captured all the personal bits
I have into our version of Vannevar Bush’s
Memex, which Gemmell and I called MyLife-
Bits. In 2007, we ended the program with the
book, Total Recall. Now many companies are
building products that help people put vari-
ous parts of their lives into cyberspace.

Hendrie: What are some other things you

are proud of?
Bell: As an engineer almost everything looks
like a project to me: I’m proud of nearly all of
them in some fashion, even the dumb ones,
because they taught me something. Some are
more important and lasting, but I like to
work on the new ones that others don’t see.
That’s basically how I conduct myself, as an
itinerant project engineer looking for
another useful and novel computing artifact
to be build. No “me too,” projects!

I feel bittersweet about DEC because I
wanted it to at least outlive me—especially
since it had achieved the number two indus-
trial position for almost a decade. The incom-
petence that caused its demise used to make
me angry. But the people, many machines
that were delivered, and contributions to
computing are something to be proud of and
maybe all an engineer can ask for.

Being proud of working with great people
and mentors in academe, government, and
industry has been a highlight of my life. Sim-
ply finding great people who have allowed
me to collaborate to build interesting arti-
facts, companies, or whatever is something
to just feel lucky about.

The Computer History Museum is some-
thing I feel very proud of, helping start an
institution for preserving the artifacts and
stories about computing starting with the
first exhibit that Ken Olsen and I created at
DEC in 1975, followed by The Computer
Museum that Gwen created in 1979. The
museum goes beyond just a successful project
(how I measure a professional life) because it
has a chance to live forever (even as the com-
puter disappears) as an important institution.
Themuseummay be at the top of that list.

So for me, its three things: Computing,
My Life; and ComputingMy Life.

Reference and Note

1. See the CHM archive, http://archive.computer-

history.org/resources/text/Oral History/

Bell Gordon 1/102702036.05.01.pdf, for the

full transcript.

Dag Spicer is the senior curator at the Computer His-

tory Museum. Contact him at spicer@computerhistory.

org.
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Red Clones: The Soviet Computer
HobbyMovement of the 1980s

Zbigniew Stachniak
York University, Canada

The Soviet microcomputer hobby movement began in the early 1980s.
It passed through two main developmental stages before it melted
away a decade later, leaving behind a country enchanted with
microcomputing. This article traces the development of the movement
and assesses its significance and place in the USSR’s history of
computing.

The political and economic barriers erected
by the Cold War affected more than the flow
ofWestern dual-use technology (that is, tech-
nology with both military and commercial
applications) to the Soviet Union and other
East European countries. They also delayed
the dawn of personal computing in the Soviet
bloc. By the end of the 1970s, there were still
no signs of microcomputers on the USSR’s
consumer electronics market, and there were
no computer hobbyists who could reshape
the Soviet society’s perception of computing
as successfully as North American computer
enthusiasts reshaped theirs. However, the
barriers did not stop the flow of technical
information entirely, and a decade later, the
Soviet computing landscape was filled with
myriad home computer brands, thanks to the
dynamic computer hobby activities that
sprang out of Moscow, Leningrad, and other
large Soviet urban centers. The main focus of
this article is on that movement—the move-
ment that should not have happened.

The conditions that initiated the North
American computer hobby movement of the
1970s (such as access to microprocessors and
information about them) were mostly absent
in the USSR, and that, at least partially,
explains why Soviet electronics hobby activ-
ities of the time did not include building and
experimenting with computers. By the end of
the 1970s, the Soviet electronics industry was
in a position to pick and choose among the
many proven Western designs for home and
personal computers; the selected designs
could have been copied and mass manufac-
tured to move Soviet society swiftly into the
microcomputing era, skipping the hobby
computing phase all together. Indeed, that’s

what had happened in East European coun-
tries such as Bulgaria. The G�fffflð� 8x
[Pravetz 8x] series microcomputers were Bul-
garian clones of the Apple IIþ, IIe, and IIc
computers. Mass manufactured from 1982
until 1994, they provided computing support
for many sectors of the Bulgarian economy
and its educational system.1 That, it seems,
prevented a large-scale computer hardware
hobbyism in Bulgaria.

Things did not happen in exactly that way
in the USSR, however. In the early 1980s, at
the time when North American computer
hobbyists were unplugging their soldering
guns, Soviet electronic hobbyism suddenly
branched into computing, a development
that eventually had a profound effect on
Soviet society’s introduction to computing.
Why did that happen? What was the much-
delayed Soviet computer hobby movement
to achieve? In this article, I address these
questions by analyzing the movement’s ori-
gins and developmental stages, and I attempt
to assess the movements place in the USSR’s
history of computing.

Could Soviet Computer Hobbyism
Have Emerged in the 1970s?
The subject of the North American computer
hobbymovement of the 1970s and its impact
on the creation and shaping of the personal
computer industry has received wide cover-
age in scholarly and popular publications and
need only be recapped briefly here.2 The
movement grew out of a more than half-a-
century-long tradition of radio and electrics
hobbyism backed by a variety of hobby
magazines such as Modern Electrics (renamed
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Electrical Experimenter) and Popular Electricity
in Plain English, both launched in 1908;
Radio-Craft, first published in 1929 and
renamed Radio-Electronics in 1948; and Popu-
lar Electronics—perhaps one of the most influ-
ential hobby electronics magazines of the last
century—which was launched in 1954.3

Since the end of the 1940s, computer enthu-
siasts and dedicated educators had been
involved in a range of computing-related
activities from the design of computer toys
and educational aids to publishing and set-
ting up computer social groups and organiza-
tions.4 The introduction of the first 8-bit
microprocessors onto the market in the early
1970s triggered the outbreak of homebrew
computer activities that spawned the North
American computer hobby movement. Tech-
nological advancement in the semiconductor
industry was as important to that process as
were the strength of electronics hobbyism
and the presence of the intellectual drive to
redefine the social status of computing. In
the words of historian Paul Ceruzzi, “When
these forces met in the middle, they would
bring about a revolution in personal
computing.”5

The Soviet radio and electrics hobbyism
tradition also goes back a long way. The first
publications for radio amateurs started to
appear in the 1920s. Ra‘iol¥—i‚elm [Radio
Amateur] and Ra‘io vsem [Radio for Every-
body] were launched in 1924 and 1925,
respectively. In 1930, they merged into a
single publication, Ra‘iofron‚ [Radiofront],
which in 1946 became Ra‘io [Radio] and
was arguably the most popular Soviet elec-
tronics hobby magazine.6 During the Soviet
era, radio and electronics hobby activities
were well-supported by the state, which
sponsored inventor clubs and national
exhibits. The prestigious All-Union Exhibit
of Achievements of Radio Amateurs-Con-
structors showcased the achievements of
Soviet inventors from the mid-1930s. How-
ever, if one excludes the black market in
electronic components, there wasn’t much
more on the Soviet electronics hobby land-
scape of the 1970s. In drastic contrast to
space exploration themes, computing was
mostly absent from Soviet science and tech-
nology posters and postage stamps, which
were powerful propaganda tools during the
Cold War era. Therefore, it was a dearth of
information about computers and semicon-
ductor products, plus an absence of com-
puter educators, enthusiasts, and hackers,
that painted the backdrop for the Soviet

electronics hobby activities. What the hob-
byists lacked the most was access to novel
semiconductor devices such as microproces-
sors and to information about them. In the
1970s, Radio did publish articles on digital
electronics, but it never ventured into the
world of microprocessors in any significant
way. For instance, one of the earliest series
of educational articles explaining modern
computers to electronics hobbyists, pub-
lished in Radio in 1978, only mentioned the
microprocessor as a novel integrated CPU
device.7

In a large geopolitical context, the micro-
processor’s absence from experimenters’
workbenches on the Soviet side of the Iron
Curtain was one of the repercussions of the
Cold War. Since the advent of the war, the
United States and its NATO allies had tried to
restrict the flow of militarily strategic tech-
nology to the Soviet Union and other mem-
ber countries of the Council for Mutual
Economic Assistance (or CMEA).8 In 1949,
the NATO countries (excluding Iceland) and
Japan formed the Coordinating Committee
for Multilateral Export Controls (CoCom), an
informal nontreaty organization whose
objective was to set up a comprehensive sys-
tem of export controls and enforcement
measures to restrict the transfer of those tech-
nologies and products to CMEA countries
that could significantly advance military
capabilities of the Soviet bloc. Furthermore,
several countries introduced unilateral export
control laws for national security, foreign pol-
icy, and economic reasons.9

While export controls impeded the prog-
ress of CMEA’s computer industry and wid-
ened the technological gap in the area of
computing, they did not entirely stop the
flow of Western computer technologies and
products through the Iron Curtain,10 as
exemplified by the ðlbyaz�bcneva [Uniform
System] computer development program.

In 1969, the USSR and the majority of
other CMEA countries signed themultilateral
agreement on collaboration in the area of the
development, production, and utilization of
computers.11 Themain outcome of the agree-
ment was the decision to join the Soviets in
their effort to manufacture the common
computer platform—the Uniform System—
in order to, among other objectives, produce
a family of high-performing computer sys-
tems, compatible across the Soviet bloc.12

Instead of committing millions of rubles to
the research and development of an indige-
nous high-performing family of compatible
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mainframes, CMEA settled on cloning the
IBM System/360 architecture, obtaining the
necessary information through legal chan-
nels and covert efforts.13 The System/360’s
supremacy in the world’s mainframe market
and its vast software library made it an irresis-
tible blueprint for the next generation of
CMEA mainframes. However, by the time
CMEA showcased its first computers of the
Uniform System family during the “ð�
�ffl�–1973” international exhibit that took
place in Moscow in May 1973, almost a dec-
ade after the launch of the IBM System/360
family,14 a new threat appeared on the CMEA
high-technology horizon: the large-scale
integration (LSI) of semiconductor devices.
Novel semiconductor technologies and prod-
ucts, such as the microprocessor, of course
made the CoCom’s export controls lists.

The far-reaching political, military, and
economic ramifications of the rapid progress
in semiconductor technologies forced the
USSR to promptly find a way to respond to
the new technological race. As was the case
with the Uniform System program, the
Soviets resorted mostly to functional duplica-
tion and reverse engineering of Western
semiconductor devices, backed by large-scale
industrial espionage efforts to acquire
advanced IC technology, manufacturing, and
test equipment, as well as end products.15

The first Soviet LSI CPU chipsets came in
the mid-1970s from Zelenograd, the USSR’s
Silicon Valley. The K587 four-chip bit-slice
CPU was used in several �kernhjybra [Elec-
tronics]-series computers, but there is no

evidence of any significant impact of these
early, low-volume Soviet microcomputers on
the diffusion of computing in Soviet soci-
ety.16 According to some technology analysts,
by the early 1980s, there were about 15 Soviet
microprocessor chipsets, most of them clones
of Western devices, even down to their part
numbers.17 In spite of full recognition of the
significance of microprocessor and micro-
computer technologies for the future eco-
nomic and social development of the USSR
(given, for instance, during the 1981 XXVI
Congress of the Soviet Communist Party) and
despite strong state support for the inventor
movement, Soviet industry was unable to
manufacture state-of-the-art microprocessors
and memory chips in quantities that would
make them available on the openmarket and
would generate domestic demand for such
products outside of military and strategic
industrial sectors.18 Thatmanufacturing inca-
pacity also kept the Soviet electronics hobby-
ists of the 1970s and early 1980s away from
experimentingwith themicroprocessor.

The First Step
In 1978, the Moscow Institute of Electronic
Engineering (MIEE) obtained an early sample
of the Soviet KR580IK80 single-chip micro-
processor. The device was a functional ana-
logue of the Intel 8080 CPU, replicated at the
Kiev Research Institute of Microdevices
between 1976 and 1978 and manufactured
by the company Rhbcnakk [Cristal].19 Three
MIEE employees (Gennady Zelenko, Victor
Panov, and Sergey Popov) decided to experi-
ment with the chip and to build a computer
around it. Thanks, in part, to the availability
of the Intel 8080 technical literature, they
had a working prototype of the computer the
following year. They named it �brhj-80
[Micro-80] and decided to popularize it (see
Figure 1). The state companies and govern-
ment officials seemed unimpressed with their
effort. “We, understanding the potential of
microprocessors and microcomputers, con-
tacted various organizations. The big com-
puter firms, the ministries. No one under-
stood us,” recollected Popov.20 Then they
turned to Radio. “At that time, the Radiomag-
azine had a circulation of over 1 million cop-
ies, and a readership of a fewmillion people.”
continued Popov. “I had been reading the
magazine since 1966, and so I proposed to
my colleagues to contact the editors.” The
magazine’s editor in chief liked the micro-
computer theme, possibly because it perfectly
fit the prioritization of the microprocessor

Figure 1. Sergey Popov operating his Micro-80 computer at theMoscow

Institute of Electronic Engineering in 1979. The computer is connected

to a Hungarian-made Videoton-340 terminal. (Photograph courtesy of

Sergey Popov.)

Red Clones: The Soviet Computer HobbyMovement of the 1980s
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and microcomputer technologies directive
adopted by the 1981 XXVI Congress of the
Soviet Communist Party. In September 1982,
Radio began publishing “The First Step,”
Zelenko, Panov, and Popov’s series of articles
demystify the microprocessor and its pro-
gramming for electronics hobbyists.21

The authors provided the schematic dia-
gram and principles of operation of their
rudimentary microcomputer for illustrative
purposes only. To their surprise, many Radio
readers decided to embark on the Micro-80
construction project despite the fact that
most of the required chips, including the
computer’s KR580 CPU, could only be pur-
chased on the black market where they occa-
sionally ended up after being stolen from
factories and organizations.22 In hundreds of
letters addressed to the authors, hobbyists
across the country requested more construc-
tion details. All of a sudden, in a country
where retail clerks were routinely tallying a
sale using pen and paper or an abacus,23

Soviet electronics enthusiasts wanted to build
computers of their own.

The Micro-80 was the first microcomputer
project published in the Soviet Union.
Although by Popov’s own estimate only a few
hundred Micro-80s were actually built, the
project’s publication ignited microcomputer
hobby activities, similar to the impact the
Mark-8 and the Altair 8800 hobby computer
designs had in turning the attention of North
American electronics hobbyists to computers
in themid-1970s.24

By 1985, the Soviet hobby movement was
in full swing. In August of that year, Radio
published a review of the 32nd All-Union
Exhibit of Achievements of Radio Amateurs-
Constructors. The review acknowledged that,
for the first time, microcomputers stole the
show. More than 20 microcomputers were
shown by Soviet hobbyists, micros with
names such as ffk	aa-85 [Alpha-85] and
ffGff�-80 [APAS-80], a KR580-based micro
built by members of an amateur radio club
Ganhbjn [Patriot].25

Still, the movement did not create any
network of computer clubs or user groups. As
explained by Popov, the Micro-80 computers
were assembled mostly by individuals work-
ing alone. “It was practically impossible to
organize a hobby club and find a place for
meetings without permission from the gov-
ernment and party authorities.”

The Radio magazine itself became the
main information hub for computer hobby-
ists. Through the 1980s, it would publish a

variety of articles dealing with microcom-
puter architectures, programming, and appli-
cations. The magazine reported on micro-
computer-related events (such as exhibits)
and novelties. It initiated debates on the state
of Soviet computer literacy programs and
hobby movement. In January 1986, the mag-
azine published a synopsis of the roundtable
discussion, “Your Personal Computer,” which
it organized to discuss the obstacles faced by
computer hobbyists. The discussion stressed
problems such as the persistent unavailability
of microprocessors on the open market, the
shortage of good quality publications on
microprocessors and microcomputers (both
on elementary and advanced levels), and the
need to acknowledge the contributions of
programmers to the computer hobby
movement.26

The Radio-86RK
The success of the Micro-80’s publication
paved theway to several othermicrocomputer
construction projects published in mass-dis-
tributed magazines. The Bhbła [Irisha] edu-
cational computer project appeared in 1985 in
Mikronroxessornmıe Sre‘s‚“a i Sis‚emmı
[Microprocessor Tools and Systems] magazine,
which launched a year earlier under the edito-
rial control of an eminent Soviet computer
scientist and proponent of computer educa-
tion, Andrei Petrovich Ershov.27 The maga-
zine was the first Soviet periodical exclusively
dedicated to microprocessors and their appli-
cations.

In 1987, Mo‘elis‚‡kons‚ruk‚or [Mod-
eler-Constructor] published the �geçbakbcn
[Specialist] microcomputer construction
project authored by an Ukrainian engineer,
A.F. Volkov.28 The 
�-88 [UT-88] hobby
computer was described in >nmıq Tehnik
[Young Technician] magazine in 1989, and in
January 1990, Radio published the construc-
tion details of the �hbjy-128 [Orion-128].29

Table 1 lists several early Sovietmicrocomputer
constructionprojects andhobby computers.

In 1986, Zelenko and Popov published
another microcomputer project in Radio,
coauthored with Dmitri Gorshkov and Yuri
Ozerov. Their new �albj-86�R [Radio-86RK]
computer was a substantial improvement
over the Micro-80 concept.30 While the
Micro-80 unleashed the microcomputer
hobby activities, the Radio-86RK lent consid-
erable impetus to the otherwise inept and
sluggish Soviet microcomputer industry as
several variants of this design were created
and turned into volume-manufactured home
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computers by several state companies and the
growing home computer cottage industry.
The long list of Radio-86RK clones and refine-
ments includes computers such as ffk	aa-ffiR
[Alpha- BK], ffgjueq ffiR-01 [Apogee BK-01],
Rhbcna [Krista], Bvgek	c-02 [Impuls-02],
Gahnyeh 01.01 [Partner 01.01], and �gernh
001, [Spectrum 001].31 Furthermore, some
electronics stores, such as Moscow’s Young
Technician, sold 86RK-based computer
hobby kits named �albjrjycnhernjh
�kernhjybra R�-01, -02, -03, and -04 [Elec-
tronics KR-01, -02, -03, -04] put together by
variousmanufacturers.32

Perhaps the best-known Radio-86RK
refinement was the �brhjła [Microsha]
designed by the Radio-86RK’s authors for
mass manufacturing by the Moscow’s
ªianozovskiq ”kek‚romehni~eskiq þadjl
[Lianozov Electromechanical Company], the
same company that in 1984 embarked on
manufacturing the ffUff� [Agat] computer, a
troubled Soviet clone of the Apple II.33 In
mid-July 1986, a Moscow store and show-
room called �albjne[ybra [Radio-technics]
demonstrated the Microsha to citizens. The
two-day event brought large crowds of com-
puter enthusiasts, most of whom had never
seen a personal computer before.34

Soon after the Microsha’s launch, its
manufacturer opened a computer club in
Moscow, making several Microsha and Agat
computers available to the general public.
Unfortunately, access to these computers

was limited to those who could afford the
1.2 ruble/hour fee to work on an Agat or 0.5
ruble/hour to play a game on a Microsha at
the time when a monthly salary of a starting
engineer was between 120 and 140 rubles a
month.35 Microsha had no direct impact on
the movement that brought it to life. It was
an expensive personal computer with a
hobby blueprint that could be assembled for
a fraction of its 550 rubles price tag.36 How-
ever, it was a popular entry-level choice for
use at home and school thanks to the sup-
port coming from the Radio-86RK commu-
nity.

The Radio-86RK project culminates the
first wave of Soviet computer hobby activities
that managed to create a vibrant microcom-
puter oasis on the barren Soviet personal
computer landscape. Fortunately for the
movement, the Moscow regime did not con-
sider computer hobbyism to be politically
dangerous, an activity that could have facili-
tated ideologically undesirable activism. On
the contrary, its encouragement was exempli-
fied by a large volume of microcomputer-
related publications in Soviet youth-oriented
magazines. In Popov’s opinion, the Commu-
nist Party did not object to the popularization
of microcomputing outside of the party-
approved initiatives:

These [Party] people saw no threat whatsoever
to their dominant position in the information
control. What threat can there be from a little

Table 1. Soviet hobby computers, kits, and construction projects most frequently discussed in the Soviet
publications of the 1980s.*

Name Type Manufacturer/designer
Year of release/
publication

�brhj-80 [Micro-80] Computer project G. Zelenko, V. Panov, and S. Popov 1982–1983

fflernjh-06� [Vector 06C] Personal computer D. Temirazov and A. Sokolov 1985

Bhbła [Irisha] Computer project V.N. Baryshnikov et al. 1985-1987

�albj-86�R [Radio-86RK] Computer project D. Gorshkov et al. 1986

�kernhjybraR�-01, 02, 03, 04
[Electronics KR-01, 02, 03, 04]

Computer kits Various manufacturers 1986–1989

�geçbakbcn [Specialist] Computer project A. Volkov 1987

Rhbcnakk2 [Cristal2] Personal computer V. Sugonyako and A. Vinogradov 1987

Keybyuhal-1 [Leningrad-1] Single-board computer S. Zonov 1988

�hbjy-128 [Orion-128] Computer project V. Sugonyako, V. Safronov, and

K. Konenkov

1989


�-88 [UT-88] Computer project V. Bartenev 1989–1990

*The list, compiled by the author, is neither complete nor does it include popular clones and refinements of micro-
computers included in the table. With the exception of the Leningrad that utilized the Zilog Z80 microprocessor, all listed
computers employed the KR580 CPU.

Red Clones: The Soviet Computer HobbyMovement of the 1980s
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thing [the microprocessor], the size of a finger
nail?

Furthermore, the lack of modems and the
poor state of Soviet telephone network infra-
structure not only isolated the movement
internationally but also prevented Soviet
microcomputing of the 1980s from creating
its own cyberspace of Electronic Bulletin
Board Systems and networks, frustrating the
adoption of any of the forms of electronic
activism practiced in theWest.37

Enterprising Hackers in the Speccy
Land
Although the impact of early hobby designs,
such as the Radio-86RK, on the Soviet home
computer field was considerable, by the end
of the 1980s, the computer hobbymovement
branched away from the building of indige-
nous computers to focus on cloning one par-
ticular British computer: the Sinclair
Research ZX Spectrum (or “Speccy,” see Fig-
ure 2). The Soviet Speccy era had begun, and
by the early 1990s, the Soviet microcomputer
scene was dominated by myriad Speccy
clones.

Several factors influenced Soviet computer
hobbyists’ engagement with the cloning of
the ZX-Spectrum. The first of them was the
dire state of the Soviet electronics industry,
which, through the 1980s, was unable to
manufacture home and personal computers
in quantities that would create the necessary
infrastructure for a computer-literate society.
In spite of the new information technology-
oriented economic plan for 1986–1990 and
an ambitious computer literacy program,
which, among other objectives, called for a
million computers to be installed in Soviet
high schools by 1990, the barriers to themass
manufacture of personal and home com-
puters remained intact, allowing only for
minuscule production outputs and setting
prohibitive retail prices.38

The highly publicized �kernhjybra ffiR-
0010 [Electronics BK-0010] computer best
illustrates the situation. Released in 1984, the
BK-0010 was arguably the first “volume-man-
ufactured” Soviet home computer. It was
codeveloped outside of the hobbymovement
at the prestigious Research Institute of Preci-
sion Technologies in Zelenograd and the
company �rcbnjy [Exciton].39 However, due
to low manufacturing output, the computer
was only available by subscription and only
in the Electronics retail stores located inMos-
cow, Leningrad, and Minsk. This method of

sales for household goods was typical of
Soviet-era retail. Consumers had to subscribe
for a product and wait their turn to get items
such as a radio receiver, a freezer, or a TV set.
A barebones BK-0010 machine in a box sold
for 650 rubles (about half a year’s salary for a
starting engineer). Without any peripherals
or applications software, it was more of a lux-
urious hobby project than an affordable fam-
ily computer.40 According to data published
in Radio, by mid-1987, only about 2,000 BK-
0010’s were sold, and although plans for
1987 called for 40,000 computers, only 7,000
were destined for the retail market (the
majority of the BK-0010s were to be shipped
to schools). None of these production targets
were reached.When asked by a Radio reporter
whether it would be easier to purchase a
home computer in the near future, G.P.
Morozov, the director of the BK-0010’s manu-
facturer Exciton, replied frankly, “I don’t
think so.”41,42

The large variety of Radio-86RK-inspired
products did not solve the home computer
inaccessibility problem either because com-
mercial clones of the 86RK could be as expen-
sive as the BK-0010 (for instance, the Partner
01.01 retailed at 750 rubles). Therefore, it is
not surprising that in several regions of the
USSR computer enthusiasts begun to search
for an affordable, under-100-ruble alternative
to the BK-0010 and the commercial 86RK
clones.

Another factor that turned some com-
puter enthusiasts’ attention to the ZX Spec-
trum in the second half of the 1980s was the
lack of software for hobby and commercially

Figure 2. The Sinclair ZX-Spectrum 48K. (Photograph by Bill Bertram,

May 2005.)
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retailed home computers. The BK-0010 was
sold only with audio cassettes containing
samples of Focal and Basic programs, the
game Tetris, and some test programs. Radio-
86RK enthusiasts had to thumb the pages of
the 1987 and 1988 issues of Radio to get the
source code of the Basic interpreter as well as
an editor, assembler, and disassembler—pro-
gramming tools that North American hobby-
ists were developing more than a decade
earlier. The few published games for the
Radio-86RK were primitive because the com-
puter did not have graphics or color display
capabilities. In short, the BK-0010, the Radio-
86RK family, and other early home com-
puters failed to generate a viable personal
computer software industry.

At the same time, the microcomputer
news coming from theWest spoke not of new
computer construction projects or better soft-
ware debugging tools but of vast libraries of
game titles, the 8-bit electronic Wonderland
accessible through small and inexpensive
“software players” such as the ZX Spectrum.
This small 8-bit home computer was released
by the British company Sinclair Research in
1982. The simplicity of its operation and its
low price, good quality graphics and sound,
and an extensive software library made it one
of the most popular home computers in
Europe.

After 1985, the ZX Spectrum could be
imported to the USSR because computers of
its class were no longer on the export controls
lists. However, the computer’s price, import
duties, and high retail margins made it pro-
hibitively expensive. While paying 1,700
rubles for genuine ZX Spectrum computers
was not an option, cloning them was.
According to the oral history testimonials of
Soviet microcomputer pioneers, some of the
ZX Spectrum machines brought to the USSR
in the mid-1980s were disassembled and ana-
lyzed, and then detailed schematic diagrams
were produced.43 The main challenge in
cloning the ZX Spectrum was to find a
replacement for its custom uncommitted
logic array (ULA) chip that controlled many
of the computer’s functions such as the dis-
play, keyboard, and tape recorder interface.
Initially, the “cloners” functionally simulated
the ULA chip with the available discrete com-
ponents. By the early 1990s, Russian clones
of that chip as well as of the Zilog Z80 micro-
processor employed in the Spectrum were
produced.

As in the case of the Radio-86RK, the sche-
matic diagrams of ZX Spectrum clones were

in circulation all over the Soviet Union,
which resulted in many variants of the Spec-
trum being put together by hobbyists and
state companies. The making and impact of
the Leningrad clone designed by Sergey
Zonov in 1987–1988 best illustrates that
process. The Leningrad was a bare bones ver-
sion of the ZX Spectrum 48K and, at that
time, the simplest among the clones.44 Like
many early computer hobbyists, Zonov was
influenced by the Micro-80 computer that he
built and experimented with. It was mostly
the gossip about the unmatched gaming
capabilities of the Spectrum that turned
Zonov’s attention to the cloning project. He
obtained and simplified the ZX Spectrum
48K’s schematic diagrams and, after building
a few prototypes, distributed his computer’s
technical information and the printed circuit
board layout.45 Carefully soldering fewer
than 50 ICs and a few other electronic com-
ponents onto the Zonov’s Leningrad board
produced a rudimentary ZX Spectrum-com-
patible software player. The Leningrad’s
design simplicity, ease of assembly, and reli-
ability made it one of the most popular ZX
Spectrum clones, resulting in a variety of
homebrew and commercial variants of the
computer with names such as Composite,
Lek	na-� [Delta N], B�� �gernhev [ITC
Spectrum], �bna [Rita], Spectrum-Contact,
and ZX Spectrum St. Petersburg or with
generic names such as Spectrum, Spectrum
48, ZX-Spectrum, and Spectrum Sinclair (see
Figure 3).46

Initially, the Speccy enthusiasts exchan-
ged information through informal gatherings
that frequently took place in the neighbor-
hoods of black markets. “There were no for-
mal clubs,” explained Zonov,

usually we gathered near Young Technician
store on [Leningrad’s] Krasnoputilovskaya
street, on Saturdays and Sundays. It was not a
club but it was a place where everybody could
find almost any electronic [integrated] circuit,
could discuss any technical question. Also it
was the main Electronic Black Market in our
city. It was a place where we bought CPU,
memory, and many other devices. It was a
place where it was possible to earn money. For
example, I made a device for checking digital
chips and memory chips and earned money
[that way].

Speccy-related newsletters and magazines,
especially those distributed in electronic
form on magnetic storage media, came later,
in the 1990s. According to data compiled by
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ZXPRES.RU, their volume peaked in 1997,
when almost 400 issues were offered by over
70 of such publications.47 Compared with
the established state published hobby maga-
zines such as Radio and Young Technician,
these electronic Speccy publications were
more responsive and welcoming because
they were frequently rooted in the Speccy
movement itself and had more reader-sup-
plied content.

There was no shortage of genuine ZX Spec-
trum software on the Soviet market. Those
who traveled to East European bloc countries
brought back games and other programs
cracked by Spectrum enthusiasts from Cze-
choslovakia and Poland who frequently
added their “signatures” in the form of
“introductions” (or “demos”) to the games.48

The popularity of these demos and growing
interest in the development of domestic
games for the clones resulted in the first wave
of Russian Demoscene activities, a powerful
computer art phenomenon that was born in
the Western Europe in the mid-1980s and
started to take its roots in Russia half a decade
later.49

By the early 1990s, the Soviet ZX Spectrum
cloning effort was possibly the largest among
such undertakings anywhere. The Soviet
Speccy machines varied with respect to the
degree of compatibility with the British blue-
print, and their inclusion of additional fea-
tures such as built-in Russian fonts or turbo-
loading procedures. Many of these computers
bore the region of origin’s name: Dubna,
Krasnogorsk, Novosibirsk, Ural, Leningrad,
and Moscow. All these activities clearly
infringed on international copyright laws,
but as Konstantin Elfimov (who participated
in and later documented the Russian Speccy
scene) explained, “No one had ever heard the
word ‘copyright’ back then and producing a
hacked English computer never counted as a
crime.”50

News of the European success of the ZX
Spectrum and of the homebrewed Speccy
frenzy eventually reached Zelenograd, where
at the beginning of the 1990s, the functional
analogues of the Spectrum’s ULA chip and
the Zilog Z80 CPU were developed.51 Several
state companies capitalized on the Spectrum
enthusiasts’ passionate efforts to make the
home computing widespread and affordable.
Using the chips from Zelenograd, theymanu-
factured their own ZX Spectrum clones.
These cloning efforts picked up in the early
1990s at a time when the political founda-
tions of the USSR were crumbling and ended

only when the Soviet 8-bit clones proved
worthless in the new Internet-driven com-
puting reality.

Conclusion
The Soviet computer hobby movement
took off in the mid-1980s in reaction to the
hopelessly muddled process of creating the
Soviet version of the Information Age, as a
reaction to the stagnant and dysfunctional
Soviet economy unable to kick-start a viable
home and personal computer industry that
was incapable of mass producing even rudi-
mentary home computers and provid-
ing them with software. The rise and the
impact of the Soviet Speccy suggests that
the volume manufacture of computers such
as the ZX Spectrum in the mid-1980s would
satisfy the needs of computer enthusiasts
and most likely confine hobby activities to
the niche of electronics hobby clubs. But
that did not happen; the low-volume and
software-bereft BK-0010s and Microshas had
negligible effect on the movement that
firmly established itself in the second half
of the 1980s.

It is challenging to unequivocally assess
the movement’s place in the USSR’s history
of computing. Quantitative data showing
the hobbyists’ impact on the domestic
home computer industry (measured, for

Figure 3. Spectrum-Contact, one of the variants of the Leningrad

computer manufactured by the Leningrad-based start-up Tahion
[Tahion]. The computer was housed in a small, rudimentary plastic

enclosure. The computer’s keyboard and its glossy stickers were readily

available on the Speccy market and used in several other ZX-Spectrum

clones. (Photograph by Z. Stachniak.)
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instance, by the numbers of hobby-inspired
commercial products and their production
levels) is neither available nor easy to com-
pile. The same applies to assessing the
movement’s impact on computer literacy.
Clearly, as demonstrated in this article, such
impact was broad and far-reaching. The first
phase of the movement that focused on self-
educating its participants helped to fill pages
of popular and technical press with home
and personal computer themes, unwittingly
stimulating and advancing general interest
in personal computing. The hobbyists also
offered alternative personal computer des-
igns to those created by the struggling
industry and prepared the ground for the
emergence of the Soviet Speccy. The second
phase was possibly the world’s largest under-
taking in ZX Spectrum’s cloning. It rescued
the Soviet home computer industry by offer-
ing blueprints for inexpensive to manufac-
ture and easy-to-use software players and by
creating strong market demand for them. It
also created a vast and dynamic Speccy sub-
culture and the Russian variant of Demos-
cene born in its wake.

However, the movement’s proper assess-
ment cannot exclude areas where the hob-
byists were not as successful as they could
have been. The movement focused on
obsolete 8-bit hardware architectures exclu-
sively and avoided the experimentation
with 16-bit microprocessors such as the
Soviet R1801ffl�1 employed in the BK-
0010 home computer. It was also unable to
create a microcomputer software industry
or stimulate the state’s interest in launching
one. Hence, the movement could not sig-
nificantly help narrow the Soviet’s personal
computing gap with the West (measured in
terms of the technological sophistication,
volume of computers produced, and the
levels of penetration of business and educa-
tional sectors, among other factors). At
best, it could only slow its widening. How-
ever, despite these weaknesses, the move-
ment managed to fulfill the unforeseen
function of linking the Soviet home com-
puting experience with the Western
computing heritage by allowing first-time
computer users to experience the 8-bit digi-
tal world as fervently and passionately as
their Western counterparts had done years
earlier when the Apple IIs, Atari 400s and
800s, Commodore VIC-20s and C64s, and
Sinclair ZX Spectrums were brought to
homes and connected to TV sets for the
first time.
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History of Computing in India:
1955–2010

Vaidyeswaran Rajaraman
Indian Institute of Science

The history of computing in India is inextricably intertwined with two
interacting forces: the political climate and government policies, mainly
driven by the technocrats and bureaucrats who acted within the
boundaries drawn by the political party in power. Four break points
occurred in 1970,1978,1991, and 1998 that changed the direction of
the development of computers and their applications and affected the
growth of IT in India.

The history of computing in India began in
1955, when a HEC-2M designed by A.D.
Booth was installed at the Indian Statistical
Institute (ISI) in Calcutta.1 In 1955, a team
headed by Rangaswami Narasimhan started
designing and fabricating a digital computer
at the Tata Institute of Fundamental Research
(TIFR) in Bombay.2 At this time, only a small
number of scientists and engineers in India
knew about computers. In 2010, the year we
end our history, thereweremore than 2.4mil-
lion people employed in computer-related
jobs and more than 60 million PCs were in
use. Information technology (IT) contributed
6.4 percent of the gross domestic product
(GDP) of India, and IT services became the
fastest growing segment among export indus-
tries. IT grew by 22.7 percent in 2010 with
aggregate export revenue of US$50 billion
and domestic revenue of US$17 billion.3

Undoubtedly, this was an exciting journey
from 1955 to 2010, although not smooth and
steady. In the 1960s and 1970s, there was a lot
of trepidation about the use of computers and
their impact on employment. Questions were
asked aboutwhether computers were relevant
for an overpopulated, poor country. From this
uncertain beginning, India reached a stage in
1998 when the then prime minister of India
declared IT as “India’s tomorrow.” How did
India reach this state? What were the contri-
buting factors?What lessons did India learn?

The development of computing in India is
inextricably intertwined with two interacting

forces: the political climate and the govern-
ment policies, mainly driven by the techno-
crats and bureaucrats guided by the political
party in power and some external forces.
There were four “break points” in the devel-
opment of computers and their applications
in India as a result of significant events that
occurred in 1970, 1978, 1991, and 1998. This
article explains why these breaks occurred
and how they affected the growth of IT in
India.

Several studies on various aspects of the
development of computers in India are avail-
able in the literature. Dinesh C. Sharma’s
book, The Long Revolution—The Birth and
Growth of India’s IT Industry gives a detailed
account of the history of IT in India from a
journalist’s perspective.4 In an earlier book,
C.R. Subramanian describes computer tech-
nology in India before 1990 and highlights
the weaknesses inherent in the government
policy of planned development of com-
puters.5 The book has detailed statistics and
excerpts from government archives. Ramesh
Subramanian traces the history of IT in India
by talking to five IT professionals represent-
ing different groups—the government, edu-
cation, research, and industry.6 Joseph M.
Grieco analyzes how India negotiated with
the international computer industry to pre-
serve its national interest without becoming
subservient to multinationals.7 Balaji Partha-
sarathy discusses how India’s domestic pol-
icy initiatives enabled the Indian software
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industry to grow rapidly.8 Ross Basset ana-
lyzes the impact of computer education ini-
tiatives taken by IIT, Kanpur, and other IITs
and how this mutually helped India and the
United States.9 Peter Walcott and Seymour
Goodman document the growth of computer
networks in India from 1980 to 2003.10 In an
earlier article, I give a brief retrospective of IT
in India during the period 1965–1999.11

Articles in the first part of the book, Homi
Bhabha and the Computer Revolution, edited by
Rudrapatna K. Shyamasundar andM. Ananth
Pai, present a historical perspective on the
development of computer technology in
India.12 The book also includes articles writ-
ten by pioneers of the Indian computer and
communication industry and provides a
wealth of first-hand material. James W. Cor-
tada analyzed the international diffusion of
IT from 1940 to late 1990s.13 His book
includes a chapter on IT diffusion in India
from the perspective of a western professional
historian.

To the best of my knowledge, no article
has been published on the history of IT in
India, identifying break points, why they
occurred, and how they changed the pattern
of growth. This article aims to cover this gap.
It summarizes a monograph I wrote that was
published on the Web by the IEEE Computer
Society.14 I wrote this article not as a profes-
sional historian but as one who participated
in the development of IT in India from the
1960s to date as an academic, an IT consul-
tant to a large number of industries, and a
member of numerous committees of the
Government of India involved in policymak-
ing. Hopefully this article will kindle the
interest of professional historians to under-
take a deeper study of India’s IT history.

Some Facts about India
India is the secondmost populous country in
the world, with a population of 1.2 billion. It
is an old civilization but a young country,
with a median age of 26.2 years. India has
adopted a mixed economy—a number of
public sector companies control oil, natural
gas, and heavy industries. Currently there is a
thriving private sector. IT is dominated by
the private sector. Privatization of major
industries began in the early 1990s. Eco-
nomic growth rate was slow (around 3.8 per-
cent of the GDP) for the first 30 years after
independence in 1947, but it was above 7 per-
cent between 2002 and 2010. India’s current
GDP (based on purchasing power parity) is
US$4 trillion, the fifth highest in the world,15

although the GDP per capita is only
US$3,500. The country faces long-term chal-
lenges—inadequate physical and social infra-
structure, widespread poverty, wide disparity
in the quality of education offered, limited
rural employment opportunities, and waste
in government spending.

Communication facilities in India have
improved rapidly since the mid-1980s. Cur-
rently, India has more than 40 million
landlines and 850 million mobile phone sub-
scribers. India builds and launches its own
satellites. Unlike the deep penetration of
mobile phones, however, that of the Internet
is limited. Although the number of Internet
users is estimated to be around 100 million
(the third largest in the world), the Inter-
net reaches only about 8.4 percent of the
population.

A major problem faced by India is an
endemic shortage of electricity. Electric
power generation is primarily controlled by
the states, and inadequate investment in this
important sector has adversely affected all
industries, including IT.

Manufacturing industry such as automo-
biles has matured owing to collaboration
with Japanese and western companies. Most
electrical consumer goods are manufactured
locally and their quality is good. Although
local manufacturing of PCs and sophisticated
ICs is almost nonexistent, there is a thriving
industry designing ICs and other sophisti-
cated electronic hardware for western cus-
tomers. The world class software services
industry is quite mature.

Although Hindi is the official language,
English, which was introduced by the British,
continues to be the language used by the gov-
ernment and the judiciary. The medium of
instruction in science and engineering
courses in colleges is also English. It is esti-
mated that 125 million people in India have
a working knowledge of English.16 The large
number of English-speaking persons in the
20–50 years age group (estimated to be more
than 50 million) has led to a number of IT-
based services from western countries being
outsourced to India.

The dream of Jawaharlal Nehru, the first
Prime Minister of India, was to make India a
social democracy with a mixed economy—
that is, he envisioned the coexistence of pri-
vate and state enterprises. His government
believed in planned development and consti-
tuted the Planning Commission. The primary
function of this commission was and contin-
ues to be the drafting of five-year plans for
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the growth of various sectors of the economy
and to allocate resources (see www.planning-
commission.gov.in/aboutus/history). Jawa-
harlal Nehru had great faith in science and
technology as engines of economic growth.
He was convinced that India required rapid
industrialization to reduce the abysmal pov-
erty of its people. India’s Parliament passed
the Scientific Policy Resolution in 1958, the
full text of which may be found at www.dst.
gov.in/stsysindia/spr1958.htm.

Another problem India faced was a bal-
ance of payments deficit. Setting up heavy
industries demanded imports, and most of
the required petroleum products had to be
imported. Exports comprised mostly raw
materials such as cotton and minerals. There
was dearth of foreign exchange (that is, hard
currency such as US dollars earned through
export), which dictated many of the govern-
ment’s policies. Any private industry requir-
ing import using scarce foreign exchange was
subjected to close scrutiny. A company was
required to earn foreign exchange through
export in order to import goods. After liberal-
ization in 1991, this situation changed and
imports of capital goods including computers
became easier, and Indian companies are
now allowed to invest abroad. However, the
rupee is not a freely convertible currency.

Laying the Foundation (1955–1970)
The first group to build a digital computer in
India was led by R. Narasimhan at the TIFR,
Bombay. This group started building a
computer, the TIFR Automatic Computer
(TIFRAC), in 1955 and completed it in 1959. It
had 2,048word corememory (40-bit word, 15
microsecond cycle time), an arithmetic unit
with some innovations,2,12 a paper tape I/O,
and a cathode ray tube output unit. An assem-
bler was written for it. It was used for solving
physics problems in-house. It was also used by
the scientists of the Atomic Energy Establish-
ment and some universities. This project
proved that Indians could design a computer
and use it effectively. In 1959 there were no
commercial digital computers in India.

The first computer with a Fortran compiler
to be installed in an educational institution
in India was an IBM 1620 at the Indian Insti-
tute of Technology Kanpur (IITK) in August
1963. It was used to spread computer educa-
tion in India. Details of the contribution of
IITK to the development of IT in India may
be found elsewhere.9,17 The first high-per-
formance computer installed in India was a
CDC 3600-160A at the TIFR in mid-196418,19

and was used extensively by several univer-
sities and research institutes.

During the 1960s, computers were not
considered a priority area that deserved for-
eign exchange outflow. IBM and the British
Tabulating Machines (which was later named
International Computers Ltd., ICL) were
already selling mechanical accounting mach-
ines in India. Because importing computers
using foreign exchange was difficult, IBM and
ICL applied for licenses to manufacture com-
puters in India. IBM started manufacturing
punch card machines and exported them.
With the foreign exchange earned, it
imported used 1401 computers, refurbished
them, and rented them to organizations in
India. By 1970, the IBM 1401 was the most
popular computer in India, with 80 installa-
tions. (In 1971, the IBM 1401 was phased out
in the United States.) The annual rental
charge was higher than it was in the US. In its
defense, IBM asserted that it was selling a
computing service rather than just renting
computers. And to its credit, IBM’s service was
excellent, and it recruited and trained good
technical and sales persons from India. IBM
trained and nurtured a whole generation of
maintenance engineers and programmers.5

Self-Reliant Growth of the
Computer Industry (1970–1977)
During the 1950s, electronics was not consid-
ered an important industry by the Govern-
ment of India and there were no specific
policy initiatives. After the border skirmish
with China in 1962, in which India lost some
territory, it was realized that modern elec-
tronics and communication equipment were
essential in defense preparedness and for the
long-range industrial growth of India. The
Government of India constituted a commit-
tee in 1963 with Homi Bhabha as its chair-
man to examine the area of electronics in
depth and prepare a plan for its development.
One of the main recommendations of the
committee was to establish an electronics
commission (EC) with wide financial and
executive powers to make quick decisions to
promote electronics and computer industry20

and the Department of Electronics (DoE) to
execute the policies formulated by the EC.

Political Environment and Government Policies
The Congress party, which spearheaded the
independence movement, governed India
uninterrupted from 1947 to 1977. The public
sector had a preeminent role in the economy.
All industries were centrally controlled. India

History of Computing in India: 1955–2010
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had a perpetual balance of trade deficit. The
rupee was not convertible. Thus, obtaining
hard currency for importing equipment
required elaborate justification.

There was also some trepidation regarding
the impact of computers on employment. A
committee chaired by Member of Parliament
Vinayak M. Dandekar examined the issue in
1972 and prescribed strict controls on intro-
ducing computers in industry and govern-
ment departments.21 Parliament’s Public
Accounts Committee in its 1975 report was
also cautious.22 The committee opined that
the use of computers could lead to efficiency,
higher profits, and faster economic growth,
but only in the long run. The committee felt
that in India, with its large-scale unemploy-
ment, the use of computers and other
sophisticated machines for labor-saving
applications might not be desirable and
might even be detrimental. It recommended
that the government take into account the
social cost of computerization and evolve a
principled and positive approach on com-
puterization, keeping in view the overall
national interest.

The Department of Electronics was con-
strained by these observations and had to
move cautiously. In the 1970s, the DoE
drafted an elaborate set of rules for importing
computers, which led to a delay of one to
three years in obtaining clearance to
import.23 In a fast-changing field such as
computers, this delay was unacceptable. This
restriction particularly hurt companies that
wanted to import computers for software
export. It also adversely affected the projects
of many industries, scientific research labora-
tories, and universities.

The other major political event that
affected the development of computers was
the war with Pakistan in 1971, which ended
with the creation of Bangladesh. Richard
Nixon, the US president, favored Pakistan,
and this resulted in embargos on electronics
and computer imports from the United
States. The first nuclear test by India in 1974
further aggravated Indo-US relations, leading
to an embargo on the import of electronic
equipment using advanced technology,
which included high-end computers and
sophisticated software used in science and
engineering.

Bhabha Committee’s report of 1968 had
recommended that computers, other than the
larger ones, must be locally manufactured. It
opined that “attaining self-sufficiency in
systems engineering and fabrication is of

fundamental importance from the point of
view of the defense and security of our
country.” It also suggested that, from a long-
range perspective, India should upgrade its
capability to design and manufacture smaller
computers. Consequently, the DoE fully
funded a computer division in the public sec-
tor company Electronics Corporation of India
Limited (ECIL) to manufacture and market
computers.24 Meanwhile, computer technol-
ogy was rapidly progressing in the west. With
the development of large-scale integration
(LSI), the price of computers was falling. The
DoE was expected to announce a
“minicomputer policy” that would formulate
the ground rules for private companies to
manufacture computers; however, it delayed
the announcement because it was concerned
about the requirement of hard currency for
importing components and peripherals. The
DoE was also protecting ECIL, which it had
funded.

Government Initiatives
ECIL designed TDC 12, a 12-bit real-time
minicomputer, in 1969. Meanwhile, technol-
ogy was changing. TDC 12 was upgraded in
1974 to TDC 312 and was followed by TDC
316, a 16-bit computer built in 1975. In 1978,
ECIL manufactured a microprocessor-based
system MICRO 78. ECIL sold 98 computers
between 1971 and 1978, mostly to govern-
ment laboratories and universities.25 An
important contribution of ECIL was provid-
ing ruggedized computers for the Indian Air
Force’s Air Defense Ground Environment Sys-
tems (ADGES). Because of their sensitive
nature, these systems had to be designed and
fabricated with Indian know-how and in

In the 1970s, delays due

to import restrictions

adversely affected the

projects of many

industries, scientific

research laboratories,

and universities.
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institutions located in India. Import would
have been difficult because sensitive informa-
tion had to be revealed to vendors, and India
was often subjected to sudden embargos on
electronic systems by the US and its allies.
These systems were deployed along India’s
borders to detect intrusion by unfriendly air-
craft. Each system used three TDC 316
computers, which were ruggedized with com-
ponents adhering to MIL specifications. The
systems with radars developed by the
Defence Electronics and Radar Development
Establishment in Bangalore were designed by
a team at TIFR, Bombay, and 25 of these were
deployed by the Indian Air Force from
1969–1984. The published literature does not
mention this important contribution by
ECIL (see www.tifr.res.in/�sanyal/national.
html). The system could have been modified
for use in air traffic control systems, but ECIL
did not pursue this opportunity. (A brief his-
tory of ECIL appears elsewhere.26)

The DoE was established with the primary
objective of promoting the development of
electronics and the computer industry. How-
ever, between 1970 and1977, the general per-
ception was that it was playing more of a
regulatory role and protecting ECIL. The
political environment21,22 and the scarcity of
hard currency forced the DoE to take certain
actions, particularly in regulating the import
of computers and allowing manufacture by
the private sector.

Regardless of this perception, the DoE did
play a promotional role in a number of areas.
Important initiatives taken by theDoE during
this period include establishing the National
Center for Software Development and Com-
puting Techniques in 1972, establishing the
National Informatics Center in 1975 to assist
in the government’s e-governance initiatives,
funding the Army Radio Engineering Net-
work, establishing regional computing cen-
ters with large imported mainframes in some
universities, funding the ADGES project
described earlier, and establishing the Com-
puter Maintenance Corporation (CMC) to
maintain imported computers,14 including
IBM computers left behind by IBM.

Private Sector Enters the Computer
Industry (1978–1990)
In 1973 India had enacted the Foreign
Exchange Regulation Act (FERA) to conserve
foreign exchange. Under this act, foreign
companies, except those considered essen-
tial, were to dilute equity to 40 percent and
take an Indian partner. IBM was asked to fall

in line. It refused and left India. (A detailed
discussion of IBM’s negotiations with the
Government of India is available else-
where.27) IBM’s decision to leave India and
the announcement of a long-pending mini-
computer policy opened up the industry for
the entry of private entrepreneurs and the
end of ECIL’s monopoly.

Even though the political environment
was choppy during this period, Rajiv Gandhi,
who belonged to the post-independence gen-
eration, was open minded regarding private
enterprise and ushered in significant changes
when he became primeminister.

Political Environment and Government Policies
The period from 1978 to 1990 was one of
political instability in India. After two unsta-
ble coalition governments, Indira Gandhi
returned as prime minister in 1981. In 1984,
Indira Gandhi was assassinated and her son
Rajiv Gandhi took over as prime minister. He
won the next general election and was prime
minister from 1984 to 1989. In the general
election of 1989, the Congress Party lost and
a coalition government returned. This coali-
tion was unstable and fell in 1990.

In spite of the political instability, comput-
ing progressed at a much faster rate during
1978–1990 than during 1970–1978. The
period started with the appointment of a
committee, chaired by Mantosh Sondhi,28

whose task was to review the progress of
electronics and computing. The Sondhi com-
mittee suggested permitting private manu-
facturers to manufacture computers. It
opined that the major emphasis in the devel-
opment of the minicomputer/microproces-
sor industry would be on setting up systems
engineering companies, which were not nec-
essarily engaged in the manufacture of cen-
tral processing units or peripherals.

Two other events had a far-reaching
impact on the government policy. At Rajiv
Gandhi’s insistence, all the clerical chores of
the 1982 Asian Games held in Delhi were
computerized using locally made computers
and software developed by NIC. It was a
resounding success and convinced Rajiv
Gandhi of the importance of computers. A
liberalized policy on minicomputers was
announced in 1984 as soon as Rajiv Gandhi
became prime minister. It allowed private
sector companies to manufacture 32-bit
machines, removed constraints on the
number of computers a company could man-
ufacture, allowed assembled boards with
microprocessors and interface electronics to

History of Computing in India: 1955–2010
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be imported along with application software,
and reduced the import duty.29 The proce-
dures for importing mainframes were simpli-
fied. The policy of allowing import of fully
assembled boards changed manufacturing to
assembly and system integration.

Software exports were promoted by recog-
nizing software development and services as
an industry. This recognition led to many fis-
cal and tax concessions. The sending of
engineers abroad to develop and maintain
software for clients at their sites and the
profits earned thereby were recognized as
“software exports.” In 1986, a more liberal-
ized software policy was announced that
gave further incentives for software export.30

Computers and software tools used to
develop software for export could be imp-
orted duty free. Software developed in India
could be exported using communication sys-
tems such as satellite and cable.

Government Initiatives
The period from1978 to 1990was alsomarked
by a number of initiatives taken not only by
the DoE but also by other organizations that
accelerated the use of computers. These initia-
tives included starting undergraduate courses
in computer science at IITs; starting a new
degree course, themaster of computer applica-
tions (MCA), to educate college graduates in
systems analysis and design; funding the
establishment of computer-aided design and
computer-assisted management centers at
elite educational institutions; funding centers
to develop knowledge-based computer sys-
tems; starting the Center for the Development
of Advanced Computing to develop high-per-
formance parallel computers; allowing the use
of satellite communication for software devel-
opment from India by multinationals; and
promoting the use of computers by banks and
other financial institutions.

In addition, the initiation of two projects
requires special mention. One was the project
to computerize the Indian Railways seat/
berth reservation system, which began in
1984 and was completed in 1986. India has
one of the largest railway networks in the
world. In 1984, Indian Railways handled
more than 5 million passengers travelling in
more than 600 long-distance trains with
around 50,000 reservation requests. Passen-
gers had to stand in long queues to obtain res-
ervations. CMC developed a reservation
system and implemented it at the New Delhi
booking office. It had 50 counters, and
customers could go to any counter to get a

reservation for any train.31 This system was a
huge success and was highly appreciated by
the general public because it saved them
enormous time. The entire software effort
was by local programmers with no “foreign
consultants.” The reservation system using
computers was an eye opener to the general
public because it demonstrated the advan-
tages of using computers. There was an attitu-
dinal change among both the general public
and white collar workers about computeriza-
tion. This was the beginning of the accept-
ance of computers and the realization that, in
a country with large volumes of data to be
processed, the use of computers is inevitable.
Some bank unions also accepted computer-
ization that they had opposed earlier.

The second major initiative taken by the
DoE was the establishment of software
technology parks. STPs provided infrastruc-
ture such as buildings, work stations, contin-
uous uninterrupted power supply, and
satellite communication links to software
companies located in these parks. Software
companies were able to develop software on
the computers of their overseas customers
using the satellite communication links.
Because the investment required to set up a
company in an STP was low, this initiative
allowed many small entrepreneurs to enter
the software services export business. The
first STP was established in Bangalore in
1990. STPs were set up later in many other
cities and incorporated as STPI (www.stpi.
in), controlled by the DoE.

Consequences of Government Policy
The minicomputer policy of 1978 opened up
the computer industry and saw the

Within two years of the

1984 announcement of

the new policy, the

growth of computers

went up by 100 percent,

and the cost went down

by 50 percent.
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emergence of a number of technical entrepre-
neurs who started computer manufacturing
operations. Among the most notable were
the DCM, HCL, WIPRO, PSI, and ORG sys-
tems. Unix was the operating system of
choice because it was easily available and was
standardized for the computers to be
installed in banks (a large market segment)
by a committee headed by Chakravarti Ran-
garajan, who was the deputy governor of the
Reserve Bank of India. Thus during
1978–1984 a large number of systems pro-
grammers in India became experts in Unix
development and use. They innovated and
adapted Unix to work on computers with
small memory. They also adopted C widely
because Unix was written in C. This expertise
came in handy when India entered the soft-
ware services export market in the late 1980s.

The 1984 liberalization policy had a
deeper impact. Within two years of the
announcement of the new policy, the growth
of computers went up by 100 percent, and
the cost went down by 50 percent.5 The
growth was due to the liberal import of popu-
lated boards. Manufacturers had to only do
systems engineering and develop appropriate
software. This made PCs affordable and
spread the use of computers. Another conse-
quence of the liberalization of 1986 was the
entry of many multinational companies that
collaborated with the local companies as
minority partners.

The liberalization of the import of com-
puters and software enunciated in the 1986
policy gave an impetus to the software export
industry. Export earnings were insignificant
in 1978, but they increased to US$128 mil-
lion in 1990. Establishing STPs by the DoE
allowed many entrepreneurs to enter the
software export business. Permitting Texas
Instruments (TI) to open an offshore soft-
ware development center in Bangalore and
allowing TI to link with its Dallas center via
satellite communication set a new trend. GE
computer services, the Citibank software
group, American Express, Cadence, and
many others set up software development
centers in India to take advantage of lower
costs and the high quality of software devel-
opers. This period also saw the establishment
of two industry groups: the Manufacturer’s
Association for IT (MAIT) in 1982, and the
National Association of Software and Services
Companies (NASSCOM) in 1988. A detailed
account of the contributions of NASSCOM to
the growth of India’s software industry is
available elsewhere.32

Liberalization of the Economy and
Software Export Growth (1991–1997)
This period was an exciting one for the IT
industry in India. India started with a near
default economic situation in 1991 that
forced the government to open the economy
and removemanyof the controls on industry.
The rupee was devalued (from Rs.17.5 to
Rs.26 per US dollar) and foreign investments
and industries were welcomed. This, along
with the fortuitous circumstances of the need
to fix the Y2K bug, the Euro conversion
requirement, and a technically savvy influen-
tial Indian diaspora in the US opened oppor-
tunities to Indian software companies. This,
coupled with the advent of fast satellite com-
munication, the availability of human resour-
ces with strong English-language skills,
quality consciousness of software companies,
and project management expertise allowed
the industry to get remunerative software
services contracts from the west, particularly
the US. Export earnings increased from
US$128 million in 1990 to US$1,759 million
in 1997.33 The average annual growth rate of
45 percent of the software services export dur-
ing this period was spectacular. The industry
also provided employment to 160,000 soft-
ware engineers. Thus, by 1997 there was a lot
of optimism about the future of IT in India.

Political Environment and Government Policies
In the 1991 general election, the Congress
Party returned to power. The new govern-
ment faced a difficult economic situation.
India was about to default payment of its
external debts. The country was bailed out by
the International Monetary Fund and the
World Bank, which imposed a set of condi-
tions that forced India to liberalize its econ-
omy. That liberalization changed the course
of the history of computing in India. In the
1996 general election, the Congress Party was
defeated. A coalition was formed, but did not
last, and there was political instability with
another coalition coming to power. Fortu-
nately, successive governments did not med-
dle with the policies relating to the IT
industry. The officials at the DoE provided
continuity in the policy framework.

A number of concessions were given to
software companies after liberalization in
1991. The import duty on computers used for
software export was abolished. Software com-
panies’ export earnings were made tax free
for 10 years. Multinational companies were
allowed to operate in India with 100 percent
equity. According to N.R. Narayana Murthy,
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one of the founders of INFOSYS, a spec-
tacularly successful IT software services
company,34 three other policy changes signif-
icantly altered the business environment:
easier convertibility of rupees to hard cur-
rency, permission to raise capital through ini-
tial public offerings (IPOs), and the abolition
of duties on imported software tools.

During this period, the government also
permitted private software companies to
have dedicated satellite links with their over-
seas customers. The National Telecom Policy
1994 (www.trai.gov.in/Content/telecom policy
1994.aspx) allowed private companies to enter
the telecommunication business. This had
far-reaching consequences later, particularly for
themobile communication industry. The deval-
uation of the rupee enabled Indian software
companies to be competitive in selling their
services and MNCs to establish branches in
India at low cost.

Consequences of Changes in Government Policies
With the changes in the government policies,
there was a sudden spurt in the activities of
Indian software companies. Earnings from
exports, which were around US$128 million
during 1990–1991 went up to around
US$1.76 billion in 1997–1998,33 an average
growth of 45 percent each year. Indian soft-
ware companies invented what is known as
the global delivery model (GDM) and the 24-
hour workday for the IT industry.34 They
became quality conscious and obtained
certification from the International Organiza-
tion for Standardization (ISO) as well as the
Software Engineering Institute (SEI) at Carne-
gie Mellon University. The Y2K and the Euro
conversion requirements created a large
international market. In fact, the Y2K prob-
lem, which was considered a big threat in the
mid-1990s, did not become one partly
because of the large number of software pro-
fessionals in India and the US working dili-
gently to fix the bug during the period from
1993 to 1999.35

The government policy of allowing for-
eign direct investment resulted in manymul-
tinational firms setting up software
development centers in India. For example,
American Express established a center in
Mumbai in 1994 to carry out back-office
functions such as accounts receivable, payroll
processing, and inventory control. IBM,
which wanted to reenter India, partnered
with the Tata group and started TATA-IBM in
1992 with a 50 percent stake. Many other
companies, such as HP, Oracle, and GE Capi-

tal, began operations in India. The liberaliza-
tion of communications encouraged more
than 200 software services companies to set
up private dedicated satellite links with their
clients to develop and maintain software for
them. The period 1991–1997 was one of dou-
ble-digit growth.33

Rapid Growth of the IT Industry
(1998–2010)
The impact of liberalization of the IT industry
and the subsequent recommendations of the
IT Task Force in 2000 were felt during this
period. The emphasis on hardware, computer
production, and computer imports, which
held center stage from 1955 to 1990, had
started gradually shifting to software services
during 1991–1997. The lower hardware costs,
faster communications, and emergence of
STPs during 1991–1997, with subsequent
earning of hard currency by software services
companies, caused policymakers to shift their
focus to software. The passage of the Special
Economic Zone (SEZ) Act in 2005 allowed
duty-free import of hardware. Income tax
exemption on export earnings for 10 years
gave an impetus to a large number of compa-
nies to set up units for software and services
export. By 2007, 257 software/service compa-
nies were set up in SEZ.4 The change in the
rules that allowed a substantial part of export
earnings by Indian IT companies to be
invested abroad led to the acquisition of IT
companies in western countries by Indian IT
companies. Quite a few Indian IT companies
became multinationals, with 10 of them
listed in overseas stock exchanges. These
companies had more than 400 delivery cen-
ters outside India, with a presence in 52 coun-
tries. The export earnings of Indian IT
companies, which was US$2 billion in 1998,
grew to US$50 billion in 2010.3

Political Environment and Government Policies
In the 1998 general election, a coalition
called the National Democratic Alliance
(NDA) with the Bharatiya Janata Party (BJP)
as the majority partner, came to power. The
BJP-led NDA was proactive as far as the IT
industry was concerned. The export earnings
of IT companies were growing around 35 per-
cent each year. NDA lost the election in 2003.
The Congress Party returned to power as a
senior partner of a coalition called the United
Progressive Alliance (UPA). The liberalized
policies initiated in 1998 continued, and the
economic growth in 2007 was 9.4 percent.36
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The UPA won the election again in 2008 was
in power until 2014.

Soon after the NDA came to power in
1998, it set up an IT task force to suggest
wide-ranging reforms and incentives to the
IT industry to achieve a target of export earn-
ings of US$50 billion by 2008. The task force
gave 108 recommendations to the govern-
ment (see http://it-taskforce.nic.in).

The other major action taken during
1998–2010 was the expansion of education
in IT-related areas and engineering. Private
corporate bodies were allowed to set up uni-
versities in 2002.37 India’s parliament passed
the ITAct in 2000 to facilitate e-commerce. It
was amended in 2008. India was indeed one
of the first few countries to pass IT laws.

Status of the IT Industry
By 2010, Indian IT companies were recog-
nized as world class based on their perform-
ance. From low-level testing type projects,
the major companies graduated to develop
end-to-end applications such as processing
credit card payments. Instead of charging
based on manpower cost plus expenses plus
profit, companies were now taking fixed-
price contracts to deliver application software
of requisite quality in a specified time. Indian
companies were no longer competing for
software services contracts based on low cost
but rather on quality and timely delivery.34

The greatest advantage Indian IT companies
now had was project planning experience
and process maturity, as evidenced by their
attaining SEI’s Capability Maturity Model
(CMM) level 5 certification.38 In 1999, six of
the 12 CMM level 5 certified companies in
the world were in India. By 2010, more than
400 of the Fortune 500 companies were cli-
ents of Indian software companies.39

In addition to software development com-
panies, some new businesses that depended
on software and fast worldwide communica-

tion grew rapidly during this period. These
were IT-enabled services (ITeS) and business
process outsourcing (BPO). ITeS included
tasks such as checking insurance claims, fil-
ing income tax returns, medical transcrip-
tion, remote support to fix software bugs, and
manning call centers. The call centers operate
24/7 for worldwide customers and require
language proficiency mostly in English and
some European languages.

BPO primarily performs back-office work
(such as accounts receivable, payroll process-
ing, account reconciliation, and inventory
management) for a number of organizations,
the largest segment being banks and insur-
ance companies. In 1994, American Express
was the first organization to start BPO work
in India; GE Capital International Services
followed in 1997.39 The success of these pio-
neers induced a large number of Indian com-
panies to start BPO centers for foreign clients.

Another significant development in India
during this period was the establishment of
research, design, and development centers
for several multinational companies. The
centers were being set up in India to take
advantage of the availability of high-quality
computer science graduates at a reasonable
cost. The availability of good quality office
space in metropolitan areas and improved
communication facilities was another incen-
tive. The policy change of allowing compa-
nies to have 100 percent ownership without
needing an Indian partner was vital (remem-
ber that IBM left India in 1978 when asked to
dilute equity to 40 percent). IBM, which had
returned to India in 1992 as an equal partner
of the Tata group, bought off the group’s share
in 1999. By 2010, IBM had approximately
85,000 employees in India, second only to
the number of its employees in the US. By
2010, other large multinationals operating
development centers in India were Accen-
ture, Cisco, Dell, GE, Motorola, Microsoft,
Oracle, Adobe, SAP, Philips, HP, and Google.
TI, which had started developing software
tools in India in 1985, discovered that the
quality of its employees in India was as good
as that in other countries. The company
started end-to-end design of ICs and followed
this by introducing new products from its
India center. TI’s example is typical of multi-
nationals that came to India to take advant-
age of the low cost. They changed their
routine work to work that required design
expertise when they found that the quality of
engineers was good, and finally they started
innovation centers. For example, by 2008, TI

By 2010, Indian IT

companies were

recognized as world class
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had obtained 309 patents from its India cen-
ter. Other microelectronics design and R&D
centers were also set up in India during this
period by companies such as AMD, Philips,
Intel, and ST Microelectronics. The multina-
tionals operating in India obtained more
than 1,600 patents between 2006 and 2010.40

An important impetus for the growth of IT
during this period was the entry of venture
capitalists and angel investors in sizable num-
bers. In 2007, 905 deals worth US$5.3 billion
were signed in addition to 748 Internet-spe-
cific deals worth US$4.6 billion.41

On the hardware side, commodity PCs
and laptop manufacture slowly faded. These
machines were assembled from boards and
other parts imported primarily from China
and Taiwan and sold by several multinational
companies. Indian “manufacturers” such as
HCL, WIPRO, and Zenith were also assem-
bling machines with imported kits, but their
volumes were low because they could not
compete with multinational companies in
quality andmassmanufacturing capability.

India was, however, active in designing
high-performance parallel computers. In
2003, CDAC designed a parallel machine, the
Param Padma, which used 248 processors
and a proprietary interconnection network.
Its peak speed was 992 gigaflops and it was
ranked 171 in the top 500 list of high-per-
formance computers in the world.42 The Tata
group’s Computational Research Laboratories
designed a high-performance computer
named Eka in 2007 with peak speed of 172
teraflops and a sustained speed of 133 Tflops.
It was rated the fourth fastest computer in
the world when it was announced in 2007
andwas the fastest in Asia.43

E-governance grew rapidly during this
period as well. Citizen services such as prop-
erty registration, property tax payment, and
government certification used to be manual,
slow, and prone to corruption. Use of com-
puters expedited these services and reduced
corruption. The income tax department is
also now fully computerized.

Train ticket reservation, which was first
introduced in 1986, became Web based in
2006, and by 2010 passengers could reserve
their seats on any train and print their tickets
at home using their Internet-connected PCs.
In fact, by 2010, airlines, bus, theater, and
many other tickets could be booked using the
Internet (see https://www.irctc.co.in).

All these achievements would not have
been possible without educated workers.
There was a rapid expansion of engineering

colleges between 1998 and 2010. The
groundwork for the expansion of IT educa-
tion was laid in 1980 with the introduction
of MCA courses and the expansion of com-
puter science undergraduate courses. All
major IT companies had in-house training
programs ranging from 12 weeks to six
months. The training schedule was gigantic
as every major software company was recruit-
ing around 8,000 graduates each year.

Conclusions
What did India learn from history during the
period 1955–2010? Can the growth of the IT
industry between 1991 and 2010 be susta-
ined?

As a poor country with a low demand for
computers, it was strategically incorrect dur-
ing 1970–1980 to try to design computers
starting at the component level and hope to
be completely self-reliant. It would have been
wiser to spend the available scarce resources
in systems engineering and to build com-
puters using subassemblies during the early
stages of development. This is particularly
true in the area of computers, where wealth-
ier countries were making huge investments
in R&D, with consequent fast changes in
technology and rapid obsolescence.44 This
was realized only in the mid-1980s and the
consequent policy change led to a rapid
growth of computer availability. The fear of
unemployment that was in the background
while making decisions regarding the use of
computers in the 1970s was misconstrued. In
a country with a huge population and volu-
minous data-processing requirements, one
cannot manage without computers. This was
amply demonstrated when the Indian Rail-
ways computerized reservations in 1986. This
project changed the mindset of both the gen-
eral public and the politicians on computers.
Another policy error was not to invest suffi-
ciently in the manufacture of ICs in the late
1970s and seriously attempt to get technical
collaboration from leading manufacturers in
this area.

The investment made in higher education
paid off handsomely. Graduates of IITs during
the 1960s became technology leaders and
entrepreneurs not only in India but also in
the US in the 1980s. The DoE along with the
Ministry of Human Resources Development
took the initiative in the early 1980s to
increase the human resources availability by
starting bachelor’s degree courses in com-
puter science and MCA courses. A training
program for teachers of computer science was
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also started in the 1980s. Private companies
provided vocational training. The DoE initi-
ated an accreditation program and adminis-
tered standardized examinations to certify
the vocational courses given by private insti-
tutions. These early initiatives provided the
human resources that enabled the software
industry to take off in the 1990s.

Research projects funded by the Govern-
ment of India and the United Nations Devel-
opment Program, which included the
National Informatics Center, the National
Center for Software Technology, the Center
for Development of Advanced Computing,
the Computer Aided Design Centers, the
Centers for Knowledge Based Computer Sys-
tems Development, and the Education and
Research in Computer Networking, among
others, created a large pool of technology
leaders and strengthened institutional infra-
structure. Compared with the investment in
education and research, the investment
made in computer manufacture by the gov-
ernment companies did not have the same
multiplier effect. The investment, however,
did meet some strategic requirements in
defense and atomic energy.

A slew of liberalized policy initiatives
taken in the mid-1980s and the early 1990s
led to an exponential growth of IT companies
in India. The emphasis on quality certifica-
tion, systematizing application software
development processes, and project manage-
ment were all essential ingredients for the
success of the Indian software services com-
panies in the international market.

IT diffusion in India has been primarily in
the urban areas among the middle class pop-
ulation. Most public services offered by the
state and central government are now com-
puterized. Banking is also computerized. Dif-
fusion of IT to rural areas, where more than
70 percent of Indians live, has been spotty
because of the poor availability of electricity,
high cost of computers, and lack of availabil-
ity of local language-based applications. On
the other hand, almost everyone in rural
areas uses mobile phones because the cost
and usage charges are among the lowest in
the world,45 they do not require continuous
availability of electricity, and their perceived
value is high.

To sustain growth, the Indian software
industry should invest more in R&D and
develop innovative products not only for
international markets but also for the huge
local market, which has remained unex-
plored. The industry should also explore

innovative applications based on mobile
phones for the local market.
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Useful Instruction for Practical People:
Early Printed Discussions of the Slide
Rule in the US

Peggy Aldrich Kidwell
Smithsonian Institution

Accounts of the appearance and use of various forms of slide rule appear
in a variety of 18th and early 19th American printed sources. Based
largely on British work, these texts reveal both confidence in the
practical potential of the instrument and the slow diffusion of the device.

The Scottish mathematician John Napier of
Murchison published his account of loga-
rithms 400 years ago.1 Within a few decades,
instrument makers had designed and made
slide rules, computing devices that used the
function. However, the instrument did not
spread quickly or widely. An examination of
printed sources suggests how diffusion did
take place in the first half of the 19th century
in the United States. It was only at the end of
that century, with the spread of professional
engineering and the invention of new forms
of slide rule, that the device became common
among technical people.2

Knowledge and use of the slide rule spread
slowly in the earlyUS. In the antebellum years,
perhaps two dozen books published in the US
included a brief discussion of some form of
slide rule.3 These were practical treatises for
working men, designed to fit specific needs of
lumbermen, tax collectors, engineers, and
businessmen. They were not texts for class-
room study. Some of these were pirated edi-
tions of English books; others were by
American authors who usually drew heavily
on English sources. The publications presented
procedures that readers could follow to get the
answers they sought, not general mathemati-
cal principles. Thus, early American users of
the slide rule probably had no more sense of
why it worked than most present-day users of
electronic calculators understand the operat-
ing principles of those devices.

The Slide Rule as Part of
Practical Mathematics
The first discussions of slide rules were in
general texts. In 1799, the New Hampshire

mathematics teacher Ezekiel Little
(1762–1840) published a short volume with
the lengthy title: The Usher. Comprising Arith-
metic in Whole Numbers; Federal Money; Deci-
mal and Vulgar Fractions; A Description and Use
of Coggeshall’s Sliding Rule; Some Uses Of
Gunter’s Scale; Superficial and Solid Measuring;
Geometrical Definitions and Problems; Survey-
ing; The Surveyor’s Pocket Companion, or Trigon-
ometry Made Easy; A Table Of Sines; A Table Of
Tangents; Miscellany, Tables of the Weight and
Value Of Gold Coins. Calculated and Designed
for Youth. In an introductory message for his
readers, Little explained that most previous
authors on arithmetic, measurement, trigon-
ometry, or surveying confined themselves to
only one of these topics, thus requiring the
purchase of several books to complete a
child’s education. To economically provide
youth with “so much knowledge in arith-
metic and measuring as is necessary in the
common business of life,” Little had selected
from other authors the practical rules he
deemed sufficient for ordinary affairs. His
title indicates the range of topics he thought
useful. Little urged readers to send him cor-
rections. For the motto on the title page of
the book, he selected a couplet from
Alexander Pope’s An Essay on Criticism:
“Whoever thinks a faultless piece to see,
Thinks what ne’er was, nor is, nor e’er shall
be.”4 Despite the author’s openness to
improvement, a second edition of the book
never appeared.

Little’s description of the sliding rule was
brief but thorough. His principal concern was
the carpenter’s rule, a sliding rule introduced
by the Englishman Henry Coggeshall

36 IEEE Annals of the History of Computing Published by the IEEE Computer Society 1058-6180/15/$31.00 �c 2015 IEEE

Previous Page | Contents  | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

Qmags
®THE WORLD’S NEWSSTAND

Previous Page | Contents  | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

Qmags
®THE WORLD’S NEWSSTAND

http://www.computer.org/annals
http://www.qmags.com
http://www.computer.org/annals
http://www.qmags.com


(1623–1690) for use in calculations relating
to timber (see Figure 1). Little offered exam-
ples of how to use the instrument for multi-
plying, dividing, finding square roots, and
squaring numbers. He noted when onemight
need to multiply or divide by a factor of 10
when the answer was larger or smaller than
the length of the line on the rule allowed. He
made nomention of logarithms.5

Another, more influential compendium to
include a brief discussion of the slide rule was
Nathaniel Bowditch’s New American Practical
Navigator. Bowditch (1773–1838), a naviga-
tor, self-taught astronomer, mathematician,
and actuary,6 first prepared an American edi-
tion of John H. Moore’s Practical Navigator in
1799. The Englishman Moore did not men-
tion the slide rule but had a brief discussion
of another instrument with logarithmic
scales, Gunter’s scale.7 Bowditch followed
this example in 1799 and in the 1802 version
of the book, published under his name as The
New American Practical Navigator. He did, like
Moore, include a detailed account of loga-
rithms and their use in calculation.8

Bowditch’s Navigator proved a classic, and
it would be published in revised form into
this century. The next edition appeared in
1807. Here Bowditch did include a brief dis-
cussion of the “sliding rule,” noting its possi-
ble use in solving basic problems of
multiplication, division, trigonometry, and
measurement. The section came before the
discussion of logarithms. Bowditch’s discus-
sion of a slide rule with trigonometric scales
was unusual, although not unprecedented.
Rules with such scales were known in Britain
and discussed in contemporary publications.9

A fellow resident of Salem, watchmaker James
Dalrymple, advertised that he sold a sliding
rule that followed Bowditch’s design.10

Bowditch firmly believed that logarithmic
tables offered more useful solutions for a nav-
igator’s calculations than a slide rule. To use
his words, the “sliding rule is rather an object
of curiosity than of real use, as it is much
more accurate to make use of logarithms.”11

A section on the sliding rule—although not
this comment—would appear in editions of
the Navigator through at least 1861, well after
Bowditch’s death.12 By 1888, discussion of
the sliding rule disappeared altogether,
althoughGunter’s scale remained.13

While Bowditch’s discussion of the sliding
rule may have been the most widely pub-
lished in the antebellum United States, slid-
ing rules did not appeal widely to navigators.
They were more generally considered in trea-

tises on applied geometry and measurement
or, to use the 19th century term,mensuration.
One of the most thorough of these discus-
sions was also the first, an 1801 Philadelphia
reprint of a book on mensuration by William
Hawney, as revised by another English text-
book author, Thomas Keith.14 Hawney
(active 1710–1750) had brought together
principles of measurement in a volume he
called The Compleat Measurer, first published
in 1717. An advertisement at the beginning
of the 1721 edition of this work indicates that
the author taught mathematics and the use
of instruments at Lydd in the county of Kent.
A man of many talents, Hawney also sur-
veyed land and sold garden sundials, pocket
dials, and quadrants. Rules are not men-
tioned among his products. The Compleat
Measurer included a detailed discussion of
arithmetic, both as carried out by hand and
as done with the use of Gunter’s scale and a
set of dividers. In his preface, Hawney
referred readers interested in sliding rules to
other authors. In the section on gauging
(finding the volume of barrels), he alluded
briefly to a sliding rule, but did not describe it
specifically.15

By the closing years of the 18th century,
The Compleat Measurer had gone through
some 16 editions. London mathematics
teacher and textbook author Thomas Keith
undertook a new edition of the book, con-
densing some of Hawney’s examples and

Figure 1. Carpenter’s Rule by S.A. Jones and Company of Hartford,

Connecticut, circa 1840. The slide extends from the top of the rule.

Rules of this type included a girt line, used to estimate the number of

board feet in standing trees and logs. (Smithsonian Institution, image

number DOR 2014-05429.)
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adding new material.16 New sections—care-
fully marked with an asterisk in the index—
included ones on Gunter’s scale and on the
carpenter’s rule. The comments on the
gauger’s rule (see Figure 2) also were greatly
expanded. Keith even noted that such rules
could be purchased from the mathematical
instrument maker Jones. Moreover, in the
course of the text, Keith described how spe-
cific problems could be solved not only with
Gunter’s scale and compasses but with these
slide rules. Like Hawney before him, Keith
made no attempt to explain logarithms.17

Keith’s version of Hawney went through
at least four editions in the United States. The
1801 Philadelphia edition was followed by a
second edition in 1807.18 In 1813, John D.
Craig, a British-born mathematics teacher
and textbook author in Baltimore, edited a
third American edition, which was repub-
lished in 1820. Craig saw no reason to alter
Keith’s comments on slide rules.19

Following in this tradition, in 1805 James
Thompson published in Troy, New York, a

small volume entitled A Complete Treatise on
the Mensuration of Timber. Thompson’s book
included a long discussion of decimal arith-
metic and a brief account of the use of the car-
penter’s rule. He gave no general description
of the rule but claimed to offer a “new, expedi-
tious and very accuratemethod of calculating
the contents of square and round timber.”20

One source Thompson used was the
English mathematician Charles Hutton
(1737–1823). Hutton was a schoolmaster in
Newcastle and then, from 1773 to 1897, a
professor of mathematics at the Royal Acad-
emy in Woolwich. Hutton published two
books on the mathematics of measurement:
A Treatise on Mensuration (Newcastle, 1770)
and The Compendious Measurer (London,
1786). The second and shorter of these was
reprinted in Philadelphia in 1807. Like Keith’s
version of Hawney, The Compendious Measurer
included a brief but relatively thorough dis-
cussion of both the carpenter’s and gauger’s
rules.21 Not long thereafter, yet another Phila-
delphia publisher offered a briefer account of
the carpenter’s slide rule in a reprint of
another English book, John Bonnycastle’s An
Introduction to Mensuration and Practical Geom-
etry. Like Hutton, Bonnycastle (1750?–1821)
taught mathematics at Woolwich for a few
years. His book is noteworthy in that, unlike
Hutton’s Compendius Measurer, it would be
printed in the US more than once. At least 13
printings of the book appeared in Philadel-
phia between 1812 and 1849.22

The editions of Bonnycastle published in
the US described the two-fold carpenter’s rule
and, in an appendix, the four-sided gauger’s
rule. From at least 1823, English editions of
his book described what they called a
“carpenter’s rule” that had rather different
scales, namely those of Routledge’s engineer’s
rule (see Figure 3).23

Bonnycastle’s use of engineering scales
reflects contemporary British practice and a
new role for the slide rule in steam engineer-
ing. By 1840 steam engines were also in use
throughout the US, powering steamboats
and locomotives as well as mills and refin-
eries.24 Not surprisingly, US rule manufac-
turers began to sell Routledge’s engineer’s
rule as well as the carpenter’s rule.25 Pub-
lished accounts followed suit. As early as
1828, rule-maker George Piper, then of Char-
lestown,Massachusetts, arranged for the pub-
lication of the first American edition of
Routledge’s account of his instrument.26 This
would be republished by another American
maker of the instrument, Belcher Brothers, in

Figure 2. Four-sided Gauger’s Slide Rule by Laban Cook of London, circa

1830. (Smithsonian Institution, image number 80-17938.)

Figure 3. Routledge’s Engineer’s Rule by Thomas Aston of Birmingham,

England, circa 1830. Such rules lack the girt line found on the

carpenter’s rule but have an additional logarithmic scale suited to

calculations of squares and square roots, as well as appropriate tables to

assist in calculations. (Smithsonian Institution, image number 82-6212.)
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1844.27 In 1846 Thomas H. McLeod
(1823–1910) published in Middlebury, Ver-
mont, a small book entitled Instrumental Cal-
culation or a Treatise on the Sliding Rule.
McLeod was born in Elizabethtown, New
York. He attended Middlebury College and
remained in Middlebury as a lawyer and jus-
tice of the peace. At the time, the town had a
large marble works and served as a market for
timber and agricultural products.28 McLeod
envisioned the volume as suited to the resi-
dents of such an industrious community;
according to the title, it was “adapted to the
ready comprehension of the mechanic, mer-
chant, and farmer, for whom it is designed.”
McLeod followed earlier authors in present-
ing procedures for the use of slide rules, with
no attempt to explain the underlying princi-
ples. His book, like a few others published in
the 1840s, is noteworthy in that it discussed
only the slide rule and notmeasurement gen-
erally. McLeod also distinguished clearly
between the “common slide rule” (the car-
penter’s rule) and the “engineer’s rule” (Rout-
ledge’s rule).29

Also in this tradition is the discussion of
the slide rule and instrumental arithmetic in
The Mechanic’s, Machinists, and Engineer’s Prac-
tical Book of Reference…, first published in
New York in 1855 and reprinted at least as
late as 1870. This collection of useful infor-
mation was compiled by railway engineer
Charles Haslett and edited by Columbia Uni-
versity mathematics professor Charles W.
Hackley (1809–1861). Hackley was an 1829
graduate of West Point who had prepared
notes for his students at the University of
New York in the 1830s. After spending some
time in theological studies, as president of
Jefferson College in Mississippi and then as a
clergyman in upstate New York, he returned
to New York City in 1843 to teach at Colum-
bia. Through these years, he wrote textbooks
on trigonometry (1838), algebra (1846), and
geometry (1847).30 These were sufficiently
successful for him to be asked to edit Haslett’s
compendium. At least according to Hackley,
Haslett included material not found in other
compilations for practical people. However,
the discussion of the slide rule followed,
word for word, a few pages from William
Templeton’s The Operative Mechanic’s Work-
shop Companion and the Scientific Gentleman’s
Practical Assistant (London, 1845).31 It
described a slide rule with three identical
scales (A, B, and C) and a fourth scale (D) for
finding squares and square roots, all logarith-
mically divided.32

The Role of Vendors
Some mid-century authors, like Bowditch
earlier, were reluctant to pay much attention
to the slide rule. For example, in 1838 Amos
Eaton (1776–1842), a senior professor at
Rensselaer Polytechnic Institute, one of the
first civilian engineering colleges in the
United States,33 wrote Prodromus of a Practical
Treatise on the Mathematical Arts: Containing
Directions for Surveying and Engineering. This
small treatise was designed “to enable a com-
mon-sense farmer, mechanic, merchant, or
otherman of business, who is but an ordinary
arithmetician, to become sufficiently quali-
fied for the business concerns of life.” How-
ever it contained only two pages on the slide
rule. Eaton, who was an experienced sur-
veyor, explained in the preface that people
must be shown the use of instruments “as it
is an idle waste of time to learn their use from
books.”34 Later in the 19th century, when the
slide rule had come to play a considerable
role in the engineering classroom, other text-
book authors would exhibit a similar reluc-
tance to expound on the slide rule.

Given the hesitation of professors like
Eaton, it is not surprising that early American
instrument vendors and inventors took pains
to write and speak on the possibilities of their
instruments. As already noted, Salem, Massa-
chusetts, watchmaker Dalrymple published a
broadside some time before 1807 boasting
that he sold sliding rules like those described
by Bowditch. The republication of Rout-
ledge’s writings on his engineer’s rule bymak-
ers of that instrument fits the same pattern.
More original writings soon followed. Aaron
Palmer of New York state copyrighted a circu-
lar slide rule in the early 1840s and published
A Key to the Endless, Self-Computing Scale,
Showing Its Application to the Different Rules of
Arithmetic, &c.35 John E. Fuller (1799–1878)
of New York City soon acquired rights to
Palmer’s instrument, added a second scale for
computing the number of days between two
dates, and prepared much more extensive
instructions on possible uses of the instru-
ment. Mindful of the speed associated with
the then-novel telegraph, the inventor
dubbed his device “Fuller’s computing tele-
graph” (see Figure 4). It cost $6.00, more than
most students, workmen, or teachers could
afford in the 1840s. Fuller indicated in the
title to the brochure that accompanied the
1852 version of the instrument that it was
designed to solve “business questions of
every possible variety.”36 His key described
these problems in detail. Much in the style of
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handbooks of the day, it gave rules for solving
numerous types of problems, with examples.
Topics ranged from simple multiplication
and division to calculations relating to inter-
est and the apportionment of taxes to simple
problems of mechanics.37 Fuller claimed to
sell thousands of copies of his computing
scale, and collected testimonials frommathe-
matics teachers, businessmen, and bureau-
crats in both the US and Britain. He remained
in business for more than a quarter of a cen-
tury. However, his instrument faced competi-
tion from less expensive and more portable
linear slide rules and publishedmathematical
tables. Production apparently had ended
before his death.38

Other authors continued to write on more
traditional rules. For example, in 1849 Daniel
M. Knapen published in New York The
Mechanic’s Assistant: AThorough Practical Trea-
tise on Mensuration and the Sliding Rule.
Knapen’s text was devoted entirely to the use
of the carpenter’s rule and Routledge’s rule. It
included a drawing of a carpenter’s rule made
by Belcher Brothers of New York. Knapen also
took pains to mention Belcher Brothers engi-
neer’s slide rule. He believed that his treatise
contained more original matter than almost
any other volume on the subject. Indeed
Knapen went beyond discussion of square

and cube roots to include finding fourth and
fifth roots—a task not commonly encoun-
tered. Similarly, he talked not only about the
measurement of a variety of polygons and cir-
cular segments, but he discussed both the
computation of areas bounded by conic sec-
tions and the volumes bounded by various
second-order surfaces (these calculations did
not always make use of the slide rule).
Knapen expressed the hope that his book
would not only serve a practical purpose but
inspire readers “to acquire a thorough knowl-
edge of the principles on which the more
abstruse rules in this volume are founded,”
allowing them not only to improve known
rules but to deduce new ones. The reaction of
mechanics to this assistance is unknown.39

Knapen’s volume was not published by
Belcher Brothers. However, rule makers
sometimes published accounts of the slide
rule themselves. For example, in 1858 Her-
mon Chapin, manufacturer of rules, planes,
gauges, levels, and the like, published in Pine
Meadow, Connecticut, a volume entitled
Instructions for the Engineer’s Improved Sliding
Rule…. No author is listed, although Philip E.
Stanley reports that this volume is an exact
reproduction of the sixth edition of Rout-
ledge’s Instructions for the Engineer’s Improved
Sliding Rule (Bolton, 1823).40

Sometimes publications of American
authors were distributed by rule manufac-
turers. For example, in 1859 Arnold Jillson
(born about 1814), a machinist in Woon-
socket, Rhode Island, wrote a small volume
on instrumental arithmetic devoted to the
subject of the carpenter’s and engineer’s
rules. His comments on the second instru-
ment were especially aimed at the cottonmill
business, as he hoped to “stimulate the opera-
tive to a more thorough knowledge of the
changes to be made in his department.” Jill-
son favored brevity over “philosophical
minuteness.” He was interested in practical
matters, not hoping to inspire others to
deduce new or more concise rules. His book
was published in 1866 by Case, Lockwood,
and Company of Hartford and from at least
1872 distributed by Stanley Rule and Level
Company of New Britain.41 The preparation
and distribution of instruction manuals on
the slide rule and other instruments would
become a regular part of the business of slide
rule makers and distributors in the late 19th
century.

A brief notice of Jillson’s book that
appeared in Manufacturer and Builder in 1874
echoes earlier doubts about relying on

Figure 4. Fuller’s Time Telegraph, London edition, 1860s. With Palmer’s

computing scale (a circular slide rule on the reverse side), this

constituted Fuller’s computing telegraph. (Smithsonian Institution,

image number 87-4843.)
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instrumental rather than mental arithmetic.
It concludes:

We cannot say that in general we are in favor
of calculations obtained bymeans of such con-
trivances as sliding-rules, compasses of propor-
tion, or other mechanical instruments; but
when we observe to what an astonishing vari-
ety of purposes the slide-rule explained in this
little volume may be applied, we become rec-
onciled, as it will surely train the mind of
many operatives to such a degree that in many
instances they will at last be able to make their
calculations without help of the rule.42

Indeed, with the spread of elementary
education in the first half of the 19th century,
particularly in the northern parts of the
United States, increasing numbers of working
people were able to perform simple arithmet-
ical calculations on their own. At the same
time, a growing demand for engineering cal-
culations created a whole new market for
slide rules.

Conclusion
The slide rule did not become an important
part of American mathematical practice until
the 1890s.43 However, thoroughgoing
authors—and the occasional maker—dis-
cussed the topic in earlier years. Their work
suggests the importance of English sources,
the aspirations of inventors, and the influ-
ence of those who sought both a gain a liveli-
hood from their knowledge of mathematical
instruments and to improve industrial prac-
tice by better training workers.
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Works Printed in America through 1850, Arno Press,

1980 (this is a reprint of the 1940 edition),

pp. 668–672.

4. E. Little, The Usher. Comprising Arithmetic in

Whole Numbers; Federal Money; Decimal and Vul-

gar Fractions; A Description and Use of Cogge-

shall’s Sliding Rule; Some Uses of Gunter’s Scale;

Superficial and Solid Measuring; Geometrical Defi-

nitions and Problems; Surveying; The Surveyor’s

Pocket Companion, or Trigonometry Made Easy; A

Table of Sines; A Table of Tangents; Miscellany,

Tables of the Weight and Value of Gold Coins. Cal-

culated and Designed for Youth, H. Ranlet, 1799.

The quotations are from the first page. The term

“usher” refers to a schoolmaster’s assistant.

5. Little, The Usher, pp. 153–154.

6. For one account of Bowditch’s life, see

N.I. Bowditch,Memoir of Nathaniel Bowditch by

His Son…, JohnWilson and Son, 1884.
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7. J.H. Moore, The New Practical Navigator…,

B. Law & Son, 1794, pp. 14–16; J.H. Moore,

The New Practical Navigator…, E.M. Blunt, 1799,

pp. 26–28.

8. N. Bowditch, The New American Practical

Navigator…, E.M. Blunt, 1802, pp. 47–49,

54–61.

9. See Cajori, History of the Logarithmic Slide Rule,

pp. 32–33. For a British text, see A. MacKay,

Description and Use of the Sliding Gunter in Navi-

gation, for the author by J. Burnett, 1802. For an

historical discussion, see O. van Poelje, “Gunter

Rules in Navigation,” J. Oughtred Soc., vol. 13,

no. 1, 2004, pp. 11–22. One American author

who shared Bowditch’s interest in rules with trig-

onometric scales was G. Curtis of Vermont. See

his A Treatise on Gunter’s Scale, and the Sliding

Rule: Together with a Description and Use of the

Sector, Protractor, Plain Scale, and Line of

Chords…, E. Adams, 1824, especially pp. 22–23.

10. “On the Sliding Rule,” Broadside, Am. Antiquar-

ian Soc.

11. N. Bowditch, The New American Practical Navi-

gator…, E.M. Blunt, 1807, pp. 46–47. The quo-

tation is from p. 47.

12. N. Bowditch, The New American Practical Navi-

gator…, E. and G.W. Blunt, 1861, pp. 23–24.

13. N. Bowditch, The American Practical Navi-

gator…, rev. ed., P.H. Cooper, ed., Govt. Print-

ing Office, 1888, pp. 3–4.

14. W. Hawney, Hawney’s Complete Measurer, or,

The Whole Art of Measuring…, rev. ed., T. Keith,

ed., printed by Cochran andM’Laughlin for

M. Carey and J. Thackera [sic], 1801.

15. W. Hawney, The Compleat Measurer; or, the

Whole Art of Measuring…, printed for E. Bell

et al., 1721. The page of the advertisement and

the preface are unnumbered. Hawney mentions

the sliding rule on pp. 327–328 and p. 334 in

the section on gauging.

16. For information about Thomas Keith, see

“Memoir of Thomas Keith, Esq.,” in T. Keith,

improved by S. Maynard, An Introduction to the

Theory and Practice of Plane and Spherical Trig-

onometry…, Longman, Orme, Brown, Green,

and Longmans, 1839, pp. xvii–xx.

17. W. Hawney, Hawney’s Complete Measurer…, rev.

ed., T. Keith, ed., for J. Johnson et al., 1798. The

section on Gunter’s scale is pp. 48–50, on the

carpenter’s rule is pp. 53–57. Pages 266–296

describe gauging, using the gauger’s rule

throughout. A mention of Jones is on p. 266.

18. W. Hawney, Hawney’s Complete Measurer, or,

The Whole Art of Measuring…, rev. ed., Thomas

Keith, ed., M. Carey, 1807.

19. W. Hawney, Hawney’s Complete Measurer…,

revised by T. Keith and then by J.D. Craig, F.

Lucas, Jr. and Neal, Wills, and Cole, 1813. The

1820 Baltimore edition was published by

F. Lucas, Jr.

20. J. Thompson, A Complete Treatise on the Mensura-

tion of Timber, Wright, Wilbur, & Stockwell, 1805,

p. 99. Little is known about Thompson. He did

write The American Tutor’s Guide: Being a Compen-

dium of Arithmetic: in Six Parts, E. & E. Hosford,

1808, which did notmention the sliding rule.

21. C. Hutton, The Compendious Measurer, Being a

Brief, Yet Comprehensive, Treatise on Mensuration

and Practical Geometry. With an Introduction to

Duodecimal Arithmetick…, HughMaxwell, 1807,

pp. 99–110, 163–175.

22. Karpinski, A Bibliography of Mathematical Works

Printed in America through 1850, pp. 189–190.

The oft-reprinted book was J. Bonnycastle, An

Introduction to Mensuration and Practical Geo-

metry…. To Which is Added, an Appendix, Con-

taining a Concise System of Gauging, Kimber and

Conrad, 1812. This was taken from the 10th

London edition of Bonnycastle. The text dis-

cusses the carpenter’s rule on pp. 208–212 and

uses it in examples in the section on timber

measure that follows. It discusses the gauging

rule on pp. 243–247 of the Appendix and uses it

in examples through p. 259. Other American

printings included those of 1818 (2nd American

ed.), 1823 (3rd), 1827 (4th), 1829 (5th), 1831

(5th), 1834 (copyright 1833 and 1834 by James

Ryan, most subsequent printings were of Ryan’s

edition), 1838, 1840, 1842, 1844, 1846, 1849,

1853, and 1860. A description of the carpenter’s

rule is on pp. 203–206 of the 1834 edition.

23. J. Bonnycastle, An Introduction to Mensuration

and Practical Geometry…, for F. C. & J. Rivington,

1823, pp. 269–279.

24. For a survey of steam engines in the US in 1838,

see “Letter from the Secretary of the Treasury,

Transmitting… Information in Relation to

Steam-Engines, &c.,” US House Document 21,

25th Congress, 3rd session, 1838. The results of

this survey are discussed at some length in C.W.

Pursell, Jr., Early Stationary Steam Engines in

America, Smithsonian Institution Press, 1969,

especially pp. 72–93.

25. T. Wyman, “Slide Rules of the Stanley Rule &

Level Company and Other AmericanMakers,”

The Chronicle of the Early American Industries

Assoc., vol. 54, no. 3, Sept. 2001, pp. 114–117.

26. J. Routledge, Instructions for the Engineer’s

Improved Sliding Rule…, George Piper, 1828.

27. J. Routledge, Instructions for the Engineer’s

Improved Sliding Rule…, Belcher & Brothers,

1844.

28. OnMiddlebury in the mid-nineteenth century,

see S. Swift, History of the Town of Middlebury in

the County of Addison, Vermont…, A. H. Cope-

land, 1859.

Useful Instruction for Practical People: Early Printed Discussions of the Slide Rule in the US
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29. T.H. McLeod, Instrumental Calculation or a Trea-

tise on the Sliding Rule, George Smith, 1846. For

biographical information about McLeod, I am

grateful to Suzanne Douglas of the Sheldon

Museum in Middlebury, Vermont. Other books

that discussed only the slide rule were Ohio

engineer J.L. Cordingley’s Instructions for the

Sliding Rule, with a Description of the Several Lines

upon It…, Amos Derrough, 1841; W. Moulton, A

Treatise on Gunter’s Sliding Rule: Designed as a

Pocket Companion for the Mechanic, Manager,

and Artisan…, B.B. Mussey, 1843; and

F.A. Bryant, A Key to the Slide Rule: Embracing

Most of theMathematics Applicable to theMechanic

Arts; Together with the Art of Calculation in a Cotton

Mill…, printed by H. Chickering, 1848.

30. For biographical information about Hackley, see

The Univ. Quarterly, vol. 3, Apr. 1861, p. 388.

31. W. Templeton, The Operative Mechanic’s Work-

shop Companion and the Scientific Gentleman’s

Practical Assistant…, JohnWhale, 1845, pp.

69–76. Templeton (1796–1863), a native of

Ayshire in Scotland, had been an engineer in the

Royal Navy, spent some time in Java and Aus-

tralia, and then returned to Britain, where he

wrote a variety of technical works. He died desti-

tute. See “London Association of Foreman Engi-

neers,” The Mechanics’ Magazine, vol. 10, 11

Dec. 1863, p. 858.

32. C. Haslett, The Mechanic’s Machinists, and Engi-

neers Practical Book of Reference…, C.W. Hackley,

ed., W.A. Townsend, 1859, pp. 42–47. Hackley

mentions the novelty of some aspects of the

book in the preface on pp. v–vii.

33. The first engineering school in the US was the

US Military Academy at West Point, officially

founded in 1802. The Rensselaer School, estab-

lished in 1824, became the Rensselaer Institute

in 1833, and granted its first engineering degree

in 1835. Norwich University, a private military

school in Vermont, was authorized to grant

degrees in civil engineering in 1834. See T.K.

Jewell, F.E. Griggs, Jr., and S.J. Ressler, “Early

Engineering Education in the United States Prior

to 1850,” Int’l Eng. History and Heritage, Proc.

3rd Nat’l Congress on Civil Eng. History and Herit-

age, from the 2001 Annual Civil Engineering

Conf., 2001, pp. 335–353.

34. A. Eaton, Prodromus of a Practical Treatise on the

Mathematical Arts: Containing Directions for Sur-

veying and Engineering, Elias Gates, printed by

Tuttle, Belcher, and Burton, 1838. Both quota-

tions are from p. iv of this book. The discussion

of the slide rule is on pp. 187–188.

35. A. Palmer, A Key to the Endless, Self-Computing

Scale, Showing Its Application to the Different

Rules of Arithmetic, &c, Smith & Palmer, 1844.

An 1842 edition of this work was published.

36. J.E. Fuller, Telegraphic Computer…, for the pro-

prietor, 1852.

37. J.E. Fuller and A. Palmer, Fuller’s Computing Tele-

graph: The Great Master Key Rule by Which All

Problems are Instantly Solved, John E. Fuller, 1852.

38. For further information about Palmer and Full-

er’s instrument, see F. Cajori, Aaron Palmer’s

Computing Scale, and John E. Fuller’s Circular Slide

Rules, Colorado College Publication, 1909, pp.

111–119 and 120–121. See also B. Feazel,

“Palmer’s Computing Scale,” J. Oughtred Soc.,

vol. 3, no. 1, 1994, pp. 9–17; and B. Feazel,

“Palmer’s Computing Scale—Revisited,” J.

Oughtred Soc., vol. 4, no. 1, 1995, pp. 5–8.

39. D.M. Knapen, The Mechanic’s Assistant: A Thor-

ough Practical Treatise on Mensuration and the

Sliding Rule, Appleton, 1850. The quotations are

from pp. 5 and 6.

40. Author unknown, Instructions for the Engineer’s

Improved Sliding Rule, with a Description of the

Several Lines Upon it, and Directions How to Find

Any Number Thereon: Together with the Applica-

tion of those lines to Multiplication, Division, the

Rule of Three, &C., &C., The Mensuration of

Superfices and Solids are Likewise Made Perfectly

Easy, It is also Particularly Useful in Weighing all

Kinds of Metals and Other Bodies, Hermon Cha-

pin, 1858; P.E. Stanley, “Carpenters’ and Engi-

neers’ Slide Rules: Routledge’s Rule,” Chronicle

of the Early Am. Industries Assoc., vol. 37, no. 2,

June 1984, p. 27.

41. A. Jillson, A Treatise on Instrumental Arithmetic;

or, Utility of the Slide Rule. Designed as a Pocket

Companion for the Mechanic, Manager, and

Operative, Hartford, Case, Lockwood, and Brai-

nard, 1866. I thank Pat Spencer for assisting me

in finding information about Jillson’s birthdate

and occupation from census records.

42. Manufacturer and Builder, vol. 6, no. 9, Sept.

1874, p. 212.

43. See Kidwell, Ackerberg-Hastings, and Roberts,

Tools of American Mathematics Teaching,

1800–2000, especially pp. 117–122.

Peggy Aldrich Kidwell is

the curator of mathematics at

the Smithsonian Institution’s

National Museum of Ameri-

can History. She tends the col-

lection of astrolabes, slide

rules, geometric models, com-

puters, and related objects.

Kidwell has a PhD in the history of science from

Yale University, and she has published and done

exhibits on aspects of mathematics teaching,

mathematical instruments, and computing. Con-

tact her at kidwellp@si.edu.
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The Production and Interpretation of
ARPANETMaps

Bradley Fidler andMorgan Currie
University of California, Los Angeles

A 20-year series of ARPANET maps produced by the firm Bolt Beranek
and Newman (BBN) signifies the earliest efforts to represent an early
and central piece of the modern Internet. Once a functional tool for
engineers, they now serve as an aesthetic backdrop used without
explicit recognition of their intended purpose.

An early map of the Advanced Research Proj-
ects Agency Network (ARPANET) appeared in
September 1969 (Figure 1).1 Themap’s origins
are unclear, possibly a sketch drawn by some-
one at ARPA contractor Bolt, Beranek and
Newman (BBN) or the University of Califor-
nia, Los Angeles (UCLA).2 The diagram shows
a circle tethered to a square by a single line,
representing the connection between two
machines: a time-shared computer system at
UCLA, called a host, and an interfacemessage
processor (IMP).

Themap outlines the basic topology of the
ARPANET in its earliest form, a project that
would soon be regarded as a massive success
in computer networking, even though ini-
tially it was met with skepticism. At that
time, computer networks were not entirely
new, but the ARPANET introduced a general-
purpose packet-switched network that con-
nected heterogeneous, physically remote
machines. According to its planners at ARPA,
the primary benefit of participating in this
experiment was resource sharing; rather than
ARPA spendingmillions to duplicate comput-
ing resources across the country’s “centers of
excellence” that it funded, the ARPA Com-
puter Network (as it was originally called)
would enable researchers to access the resour-
ces of others remotely.3 By the end of its life
in 1989–1990, ARPANET technologies had
served as a blueprint for a new generation of
BBN networks for the private sector, the US
Department of Defense, and the intelligence
community, and more famously, it was a
major source of the ideas, people, and tech-
nologies that led to the development of the
modern Internet.4

Many subsequent maps would follow this
initial sketch, in a 20-year series of maps pro-

duced by BBN, which published one or more
a year throughout the network’s life. The BBN
maps signify some of the earliest efforts to rep-
resent the most significant antecedent of
today’s Internet. And while the ARPANET
grew in scope and function during its
1969–1990 run—ultimately leading, by 1983,
to it being a central component of the mod-
ern Internet—the official maps produced
during its existence retained the same repre-
sentational strategy. We have found no record
of significantly alternate mapping strategies
put forward by the ARPANET’s active and
technically sophisticated user community or
by subsequent researchers, so the maps main-
tain over four decades of stability in the net-
work’s visual representation.5

We begin exploring the ARPANET maps’
production by situating our work within crit-
ical cartography and science and technology
studies (STS) to illustrate how the maps can
be read for what they say about their material
bases rather than acting as straightforward
representations—what interpretive decisions
led to their construction and influence the
understanding of these artifacts after the
fact? From there, we analyze themaps’ histor-
ical origins. Specifically, we ask about the
data-collection methods that preceded map-
ping, the design conventions used to visual-
ize this data, and the parameterization work
that determined what technical information
the maps were intended to illuminate. Meth-
odologically, this research includes analysis
of primary source materials, such as the maps
themselves. We also draw from discussions
with those involved in the production of
thesemaps and others working at BBN during
the time of their use.6 In our conclusion, we
explore the significance of BBN’s data-
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collection practices and the maps’ network
graph form in terms of wider ARPANET repre-
sentation and how these representations
function alongside a more comprehensive
historiography. Namely, we believe that the
maps’ form and its focus on the network sub-
net reinforce a historiography that also
focuses on early years, eclipsing many of the
significant technical and sociocultural
changes that occurred as the network grew
and changed.

Critical Map Reading
What does a critical reading of ARPANET
maps entail? First, we use the term maps
deliberately, drawing from cartographers J.B.
Harley and David Woodward, who describe
them as “graphic representations that facili-
tate a spatial understanding of things, con-
cepts, conditions, processes, or events in the
human world.”7 Graphic representations
such as maps are composed of what Johanna
Drucker calls “capta,” or organized and para-
meterized constructions in graphical expres-
sion.8 (Drucker avoids using the term data,
shrouded as it is in the common mispercep-
tion that data are equivalent to phenomena
in the world.) That is, graphic visualizations
are always based on the selection of measure-
ment criterion, data, and visual metaphors—
on actions that involve interpretation. We
therefore set out to examine maps not as pas-
sive records capturing a priori data about the
world but as constructions reflecting the
choices of their designers and the conven-
tions of their time. We use the term critical in
the tradition of theoretical critique, with
nods both to the Frankfurt School andMichel
Foucault. Here, critique becomes a means
both to excavate the maps’ implicit knowl-
edge claims—the information their creators
decided constitutes “the” ARPANET, as
revealed through data selection and design—
and also to challenge the casual use of these
documents as visualizations of the ARPANET
as awhole. An abundanceof literature in areas
such as critical cartography, digital human-
ities, and STS present similar orientations.

Feminist geographer Sara McLafferty, for
instance, argues that geographic maps pre-
sent a detached, God’s-eye view, representing
the efforts of individuals or groups as dots
and complex activity patterns as linear path-
ways.9 The design of a map cannot capture
the variegated spatial experience of everyday
network activity. The ARPANET maps deploy
a distributed, topological network graph
form, an analytic design deriving in part

from 18th and 19th century graph theory
developed in the fields of mathematics, elec-
tricity, and chemistry. The design is one that
likewise privileges a geometric, spatial per-
spective over relational or causal dimensions,
often hiding the complex agencies and direc-
tional flows involved in technological proj-
ects. Digital humanist Phillip Gochenour also
points out the potential of network graph
models to reify political and economic struc-
tures in a way that makes conflict, difference,
or malfunction invisible: only connection
and smooth technical or social functioning
can be represented in the graph; any broken
or odd parts are left out.10

STS scholar Geoffrey Bowker has proposed
a similar critical approach when examin-
ing classification systems. Classifications are
information infrastructures constructed sile-
ntly behind the scenes, operating tran-
sparently through common use. Yet when
foregrounded—a method Bowker terms
“infrastructural inversion”—the standard cat-
egories of a classification scheme become
objects of historical examination.11 Rather
than telling us about the order of the world,
their categories are contingent reflections of
their time. Bowker and Leigh Starr argue that
classifications have consequences both as a
political force and as an organizing schema

Figure 1. The first ARPANET node at the

University of California, Los Angeles, September

1969.
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that shape social identities and technical pos-
sibilities. In no way neutral, classifications
embody ethical and aesthetic decisions and
myriad compromises. To study classifica-
tions, a researcher must ask what their sche-
mas render visible and what they leave out,
as well as how their use spreads. Classification
research, in other words, provides a method
with which to view the processes of classifica-
tions as an ongoing “crafting of treaties” and
a lens through which to examine the ethical
or social impacts of any classification
schema.12

With our reading of ARPANETmaps, then,
we propose a similar tactic of inversion. We
read the consistency of the map design as a
choice selected from a growing body of avail-
able data. The continuities and systematic
nature of BBN’s depiction of the ARPANET
allow us to read the maps as proposing a cer-
tain perspective of the network’s operational
years that may affect retrospective histories.
Namely, themaps parameterize the ARPANET
based on a crucial, but limited, set of technol-
ogies, as we explain below. Similar to a classi-
fication scheme, the maps’ parameters as
visualized in the network graph form will
exclude what is not deemed to fit, and this
exclusion can have subtle consequences. In
this article, we focus on the context of the
maps’ production at BBN, leaving a closer
look at the maps’ ellipses—the information
theymake invisible—for a forthcoming paper
on the topic.

Such a critical reading is salient because
thesemaps have come to circulate as straight-
forward representations in the literature on
the ARPANET. In Mapping Cyberspace, for
instance, Martin Dodge and Rob Kitchin
reproduce six maps over the course of six
years to exemplify how the ARPANET grew
from four to over 50 nodes.13 Peter Salus’s
Casting the Net and Arthur Norberg and Judy
O’Neill’s Transforming Computer Technology
also use thesemaps to illustrate the network’s
scope,14 while Martin Campbell-Kelly and
William Aspray’s Computer: A History of the
Information Machine deploys the maps to
depict the ARPANETas a whole.15 In Inventing
the Internet, the maps illustrate the inclusion
of DARPA’s “centers of excellence” in the
early network design.16 DARPA itself features
themap as its main representation of the net-
work on its history section webpage, as does
the ARPANET Wikipedia page.17 A technical
retrospective of the ARPANET and other
DARPA projects, funded by DARPA and com-
pleted by the Institute for Defense Analysis,

also uses these maps to illustrate the net-
work.18 Themaps have also circulated asWeb
ephemera in social media posts, showing up
as a constant Twitter fixture and in online
journalism.19 In all these examples, the maps
are presented as straightforward signs, with
little qualifications about their limited repre-
sentational aims, or as an aesthetic backdrop
for descriptions of the early ARPANET of
1969–1975, but not its later, more ubiquitous
(and perhaps more influential) form. As we
will explain here, characterizing the ARPA-
NET’s history based on this particular view
introduces problems if it diverts historiogra-
phy to a set of concerns from this earlier time
period.

BBN’s engineers designed the maps for
specific purposes, never to represent the
ARPANET as a whole. The maps were highly
effective in fulfilling their role during the
ARPANET’s life and circulated among ARPA-
NET engineers and users who surely under-
stood, through experience, the difference
between these maps and the broader ARPA-
NET infrastructure, as well as the network’s
social complexities. Now, these representa-
tions should be viewed as partial constructs,
especially for observers without experience
using the network. The ARPANET map desi-
gners made the task of defining and revealing
the network seem like a simple representa-
tional matter, and a noncritical reproduc-
tion of the maps does not complicate this
assumption.

Map Design and Production
BBN, the Cambridge-based ARPA contractor
that built, maintained, and ran the ARPANET,
began its work in 1968 after it won the ARPA
contract to develop the network; its initial
charge was tomake operational the network’s
basic functions of moving data from com-
puter to computer. On Labor Day weekend in
1969, BBN delivered UCLA’s IMP and con-
nected it to the SDS Sigma 7 host.20 The IMP
acted as a minicomputer, slightly narrower
and taller than a consumer refrigerator, and
was engineered to serve as the host’s link to
the future network of other IMPs and hosts.
The physical infrastructure depicted in the
single-node map in Figure 1 was now in
place. Within the same year, other comput-
ing centers joined the UCLA node, including
the Stanford Research Institute, University of
California, Santa Barbara, and the University
of Utah.21 These first four nodes appear on an
increasingly iconic four-node map of simi-
larly obscure origins as the single node map

The Production and Interpretation of ARPANETMaps
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(Figure 2); it serves as a simple schema of the
network formed by the first four sites. BBN
joined as the fifth node in January 1970. By
March 1972, the network had 25 nodes.22

One of BBN’s early tasks, a massive one,
involved establishing a working subnetwork
and maintaining and increasing its reliability
as the ARPANET grew in size and complex-
ity.23 The subnetwork—or subnet—included
all the IMPs and links that interconnected
them, comprising the core physical infra-
structure responsible for transporting data
between the hosts. Building a working subnet
entailed more than simply putting hardware
into place. To ensure that packets of data
would flow successfully through the IMP net-
work, BBN developed custom IMP hardware
and software, including the crucial routing
algorithm. Importantly, the subnet had to be
invisible to users, shuttling data between
hosts automatically.

Bob Brooks, who managed the creation of
BBN’s ARPANET maps, locates their produc-
tion in this early stage of the network’s devel-
opment.24 It’s perhaps not surprising, then,
that the maps largely reflect BBN’s responsi-
bility at that time for the ARPANET subnet.
This focus is evident in both of the two types
of network graphs or maps BBN used to char-
acterize this landscape, even though they

visualize the subnet in slightly different ways.
On geographic maps, set against an outline of
the continental United States, the subnet’s
representation was limited to IMPs and the
links connecting them (Figure 3). Logical
maps, sometimes referred to as topological
maps, represented the ARPANETsitesmuch as
a schematic subway map does subway stops:
the connections between sites are main-
tained, although distances and relative loca-
tions are not proportional. Logical maps,
however, also revealed each IMP’s connection
to a host, integrated within a representational
scheme ordered by the IMP subnet (Figure 4).
Yet ultimately the form taken by both maps
relies on a small number of main components
forming, and related to, the subnet: IMPs,
hosts, links between IMPs and hosts, and links
between IMPs (of these, only the hosts are not
the subnet proper). Minor adjustments were
made to represent certain changes to core
technologies and to accommodate the grow-
ing number of nodes. To this end, the logical
maps’ underwent a stylistic update during
1974, displayed here in a 1977map (Figure 5),
yet the fundamental design of both map
types remained focused on the subnet
throughout the network’s life, from the first
months the network became operational
until 1989, when its shutdown was nearing
completion.25

Although the maps were likely originally
produced on an ad hoc basis,26 their use
quickly spread as a medium that was “simple
to understand, easy to distribute, and served
a multitude of purposes,” according to Eliza-
beth Feinler, who was familiar with the maps
as director of the Network Information Sys-
tems Center (NIC) at SRI.27 By 1975, both log-
ical and geographic maps were released in
official publications, such as the ARPANET
Information Brochure and the ARPANET

Figure 2. The first four nodes of the ARPANET,

December 1969.

Figure 3. ARPANET geographic map, 30 April 1988.
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Figure 4. ARPANET logical map, September 1973.

Figure 5. ARPANET logical map, March 1974.

The Production and Interpretation of ARPANETMaps
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Resources Handbook, documents that pro-
vided a range of information about the ARPA-
NET for the user community.28

In sum, the mapping practices emerged
during the earliest andmost informal stage of
BBN’s management of the ARPANET. Espe-
cially in the early years of the network, imple-
menting and improving the subnet—and
keeping it functioning on a day-to-day
basis—were a major priority for the BBN staff
responsible for developing the IMPs.29 The
maps’ network graph design represents this
focus, as does the early data collection and
selection practices. BBN retained the maps’
design throughout their lifetime, even during
the course of major changes as the ARPANET
itself grew in complexity and as BBN became
more sophisticated in its data collection and
processing.

A Specific Parameterization
Themaps’ focus on the subnet stayed in place
while the ARPANET grew in complexity with
the introduction of new applications such as
email and FTP, as it began connecting to both
external and local networks, and as it recon-
figured its institutional governance and
access control policies (to name just a few
developments). BBN had no reason to alter
its interpretive strategies as staff could access
more encompassing data that reflected these
changes. Rather, BBN parameterized its maps
by selecting from a larger set of static data
it maintained on the configuration of the
network, such as IMPs and their interconn-
ections (the subnet), the type of IMP connec-
tion to its hosts, the name of each host, as
well as line andmodemnumbers.

The maps themselves focused on three of
these types of data, all related to the subnet.
First, IMPs, as explained earlier, comprise the
nodes around which the maps are structured.
Interconnected IMPs are the ARPANET’s
backbone: repurposed minicomputers linked
together to form the subnet and to ensure
that a host’s message travels to the destina-
tion host through the best available path of
IMPs that lie between them. The maps reveal
detail about IMP types, such as the terminal
IMP (TIP), which allowed users direct termi-
nal access to the network, sidestepping the
need to go through a host machine, and
newer IMPs, withmore processing power and
memory, such as Pluribus and C/30 IMPs.
This subnet infrastructure, however, was
invisible by design to those using the ARPA-
NET. (Users would not, for example, need to

know the path their data would take to reach
a destination host.)

Second, hosts, found on the logical maps,
were a common point of access to the ARPA-
NET; by logging on to a host, users could
access the network to connect to other hosts
across the network. Hosts sent data to
intermediating IMPs, indicating the distant
receiver host to which a packet would be
delivered. The maps reflect how hosts’ rela-
tions to IMPs changed gradually from their
original configuration in the early years of
the network, when access was often through
terminals in the same room as the host, to
1970, when the number of hosts per IMP
began to increase and spread further from
IMPs. For instance, the distant interface
allowed up to 2,000 feet and appears on the
maps as a D; the very distant host interface
permitted arbitrary length and appears as
VDHI.30 Entire local networks of hosts that
were increasingly attached to one IMP, such
as the Stanford University Network, also
show up on the maps but only as one entity,
SU-NET.31 Other specialized host functions
appear as private line interfaces (PLIs) begin-
ning in 1976 and terminal access controllers
(TACs) in 1982. BBN labeled these different
connections on the maps because the kind of
interface, whether standard and distant host-
IMP interfaces, would impact the NCC’s diag-
nostic practices if a malfunctioning host was
interfering with an IMP. In other words, these
details were significant to the subnet,32 while
functions of the hosts that indicate ARPA-
NET’s infrastructure beyond the subnet were
not represented.

Finally, the links on the map represent
leased lines from telephone carriers, the con-
nections between the subnet. The geo-
graphic maps appear to privilege geography
to show these connections, although geogra-
phy is pushed aside in the case of nodes in
Hawaii or London, which simply show up as
“outside the continental United States”; con-
centrations of nodes, power centers of the US
network, are magnified to fit the nodes on
the printed map. On later geographic maps,
satellite connections were represented as
uneven links (and experimental satellite con-
nections were not shown at all.33 In the case
of both maps, all links between IMPs, even
on geographic maps, are displayed logically,
only revealing their origins and destinations:
the actual geographic route of the ARPA-
NET’s leased lines, and the connections and
transfers across the line’s routes, were
unknown to BBN. Indeed, even though the
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maps show complete, static links, a 1980
paper on the NCC’s Network Utilities (NU)
described the static network state, wherein
all components are working and properly
connected, as only an “ideal”—in reality, net-
work components may, at any given time,
have beenmalfunctioning or inoperative.34

All told, the maps focused on the ARPA-
NET subnet, as they were structured around
the IMPs and the IMP-to-IMP links that con-
nect them. The maps do not, nor were they
ever intended to, describe the broader ARPA-
NET of users interacting with their host
machines in an increasing number of ways
nor, for example, the social and political hier-
archies between them.

BBN’s Wealth of Data
We also want to point out that the maps’
focus on the subnet was based on conscious
choices by BBN engineers, especially given
that BBN increasingly had more access to dif-
ferent types of data. Moreover, BBN’s data
collection became more automated and
sophisticated throughout the 1970s and in
1980, yet over the course of two decades, the
maps’ representational method and mode of
production remained a job of manual selec-
tion among static data collected by BBN.

Significantly, the static map data described
in the section earlier was not the only data
collected by BBN. Throughout the ARPA-
NET’s life, BBN monitored and recorded two
other distinct categories of information
about the network. The second type of infor-
mation collected was data on dynamic, tem-
porary changes in the network, traffic flows,
and errors such as line or IMP outages. A third
type of data collected by BBN consisted of
contact information of people responsible for
each node as well as the telephone company
responsible for the lines connecting them.
The maps portrayed a selection only of the
static data.

BBN also continued to select the static
data put on its maps manually, even as data
collection gradually became systematized
and automated thanks to the pragmatic
requirements of running the network. At
first, BBN monitored information without
any electronic link to the network, instead
gathering that information ad hoc with calls
to the individual nodes and based on reports
from institutions and contractors that were
installing IMPs,35 but a series of incremental
adjustments improved BBN’s technical abil-
ities to monitor the network. The first
occurred when the firm joined the ARPANET

as the fifth node, connecting its own IMP in
January 1970. Through its IMP, BBN received
human-readable status reports from each
IMP on the network, alerting BBN staff to any
errors. Then, BBN engineer Alex McKenzie
led further efforts to develop newmonitoring
techniques in response to a growing demand
for the network’s reliability as the ARPANET
grew,36 creating the Network Control Center.
The NCC allowed BBN engineers to gain
knowledge of the networks’ topology increas-
ingly through direct access to the network’s
infrastructure.37 In 1971, monitoring techni-
ques improved again, as an NCC host com-
piled the IMP status messages for the staff,
and expanded to include more information
that helped BBN understand the actual state
of the network.38

By 1980, the NCC used a UNIX NU pro-
gram, which became the solemonitoring and
control system in 1983. The NU monitored
the static network state, such as the IMPs,
lines, and now, more information about
hosts, but also dynamic changes to the net-
work, such as outages and traffic rates in a
manner that was far more integrated than
before. NCC staff could now centralize the
three types of network information collected
and stored through different means in the
early NIC into a single database.39 A broader
set of monitoring techniques, combined with
a centralized database, also allowed BBN to
generate customized reports, such as traffic
between nodes over a week or month.40 It
could even visualize these custom status
reports on CRT displays as well as create a
dynamically updated map of the network or
of any component on the network, in an
array of formats.41

Yet even with these new capabilities and
types of data, the original map formats, cre-
ated with the practices and technologies of
the early 1970s, remained the same. Indeed,
during 1971, the NCC mounted a large steel
board on the wall in the front of the room to
aid in monitoring, to which it manually
transferred network information. Here, staff
plotted the static network configuration as
well as temporary changes or difficulties.42

The board displayed information the NCC
staff felt most relevant, such as recent prob-
lems or experimental code loaded in particu-
lar IMPs, and the names of the people
working on particular issues.43 Once the steel
board was installed, it provided the site from
which the map information was retrieved
(although, later, presumably the information
derived from the NU program), before being
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transferred to the BBN art department for
illustration.44

In a further step of refinement, beginning
in late 1969 or early 1970, Bob Brooks became
responsible for transferring a subset of infor-
mation about the network, such as topologi-
cal information and site names, from BBN
ARPANET staff to the art department for final
illustration. Laura Selvitella, a long-time illus-
trator for BBN, received sketches of the broad
strokes of data to be included and then organ-
ized them in the topological layout form,
making decisions that rendered the sketches
into the final illustration.45 Her designs added
a graphic formality to the data, rendering
them as authoritative or at least seemingly
comprehensive documents to audiences with
less familiaritywith the network.

In sum, the original choices about the
kind of information to visualize in the maps
were a deliberate selection from an increas-
ingly broad set of data available to and col-
lected by BBN. Among this data, whether
gathered manually, directly from IMPs, or
eventually by the NU application, staff made
choices about what was relevant for inclusion
in the maps, choices that remained consis-
tent over the life of the network. This design
remained the case, although not for lack of
data or different visualization techniques.
Nonetheless, the configuration of the first
available logical map of 1970 would remain
for the duration of the network’s life. Below
(or above) the surface of these maps, then,
lies a world of additional detail at hand: dif-
ferent traffic levels between sites, extremely
popular hosts versus those that were barely
used outside of their institution, the extent
to which a node carried purely localized traf-
fic, or the distribution of ARPANET access
throughout an institution (for example,
through distant terminals or a local network),
to name just some areas. We’re reminded
again of what Bowker and Star call the con-
tinual crafting of treaties; the maps’ narrow
selection of data and network graph form
emphasize an infrastructure that was central
to a functional network, but theymeant little
to a user’s everyday experience with that
technology as it grew and shifted over time.
A wealth of other concerns and technologies
arose as the network expanded in size and dif-
ferentiated beyond the subnet; here, we focus
briefly on two.

First, the maps do not depict the different
connections and densities of flow that diver-
sified within the ARPANET. The maps do not
visualize the network’s widening sociotechni-

cal infrastructure, one no longer composed of
one host per IMP (as the maps originally
denoted) but of hosts’ diversifying user base
and the interconnected networks of hosts,
both locally and internationally. Durable pat-
terns of highly local network use, for
instance, emerged early in the ARPANET’s
history and remained at varying degrees in
different places well into the early 1980s.46

These practices, which were measured quan-
titatively by both the NCC and the UCLA
Network Measurement Center, reflect local
networks of multiple hosts connected to the
ARPANET through a single IMP—connec-
tions that are not represented on the maps.47

By the early 1980s, this trend expanded as
local networks, such as SU-NET, and external
networks, such as ALOHANET in Hawaii and
the UK’s University College of London, were
connected to the ARPANET.48,49

Second, the maps’ network graph model,
in which all nodes appear equal, does not
illustrate these hierarchies of control as
ARPANET governance shifted. As the network
developed, especially from 1975, access con-
trol regimes and security became major con-
cerns. The major site of research into the
properties of the network, UCLA’s Network
Measurement Center, was phased out, and
the SRI NIC took on an increasingly influen-
tial role in implementing network policies
and regulating access to the network. The rise
of the SRI NIC related to the major shift in
governance that occurred in 1975, when
management of the ARPANET passed to the
Defense Communications Agency (DCA), the
defense agency that ran the network as an
operational rather than experimental infra-
structure.50 This marked a time period that
has been given little attention in the histori-
ography of the ARPANET, when interest in
controlling remote access to the network led
to, among other things, the institutionalizing
authentication of users in 1984.51

These are just some examples of major
shifts in ARPANET use, technologies, and
management that were not present in the
first few years of the network’s operation,
from 1969 to 1970, when the maps were for-
malized. What is more, most ARPANET his-
toriography parallels these maps by focusing
on a structure of the network drawn from its
early years, rather than the multifaceted phe-
nomena that arose later.52 The famous first
four nodes are easily knowable, with the per-
sonalities of the people who operated them
and specialized functions widely reported.
But even though the ARPANET grew and
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diversified, little has been reported in depth
on the changing points of control and tech-
nological characteristics of the network.
Reading these maps for the traces of these
later uses, technologies, and management
shifts that occurred in the ARPANET’s final
years highlights the need for further research.

Conclusions
As historically situated records, maps reveal
much about the context of their production,
including what they neglect to represent. As
such, by reading maps critically, we can also
imagine possible recuperations of the histori-
cal narratives that they’ve neglected. The
case of the ARPANETmaps is no different.We
have demonstrated that BBN’s priorities,
data-collection practices, and mapping strat-
egies were oriented around the ARPANETsub-
net, an early technological challenge of the
network, and an infrastructure that was
intentionally opaque to the hosts and, when
functioning properly, invisible to users as
well. There were other goals and priorities
alive on the network at that time, but as
argued, the subnet was at one point a central
task and a major technological achievement
of the network.

We believe that the map’s network graph
form reinforces the selections BBNmade. The
ARPANET subnet was designed to be hier-
archically flat, at least in terms of its job to
send packets to the right destination, since
no IMP counted more than any other. This
framework was explicitly conceptualized in
the ARPANET’s early design phase in
1968–1969: ARPA planners specified a flatly
decentralized subnet, and BBN engineers
made this possible. The ARPANET maps,
which represent each node in similarly net-
worked fashion, reinforce this description.
Yet as Gouchenor argues, the network form
also gives the impression of a smoothly func-
tioning whole, and its white marginal space
suggests completion. Rather than alluding to
its narrow focus, the network graph form sub-
tly reinforces a limited reading of the object it
represents.

The subnet, a functionally nonhierarchi-
cal and homogenous infrastructure, with
parts that operate equivalently, is therefore
perfectly suited to the basic two-dimensional
network graph form used in the maps’
design. The network graph form does not
easily accommodate other sociotechnical fac-
tors that operate on top of the subnet: the
hierarchies of login access that developed

among nodes or the directions of internal
communication flows and flows from exter-
nal sources. BBN’s partial focus on the subnet
suited a form that makes differences less evi-
dent. Yet as a result, the continuities and sys-
tematic nature in the maps’ form, one so
central to the subnet, encourage us to read
them from a certain perspective based on the
operational years, a view that may affect how
retrospective histories depict the ARPANET’s
entire lifetime. Much of the literature that
focuses on a time when the ARPANET was
“generally non-hierarchical,” “decentralized,
collegial and informal,”53 with “no central
control point,”54 neglects these later changes
and the role that social ties and centers of
privilege continued to have on its technical
development. Although some authors are
sensitive to the ARPANET’s contradictory,
heterogeneous parts,55 what occurs in much
of this writing is a conflation of early techni-
cal features with later social registers, not
leaving room for the evaluation of lesser
examined but vital points of control. It is the
task of further historiography to excavate
these features of the network.
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and a December 1970 logical map; both series

conclude in 1977, the year before the report

was released.

26. B. Fidler and A. McKenzie, discussion, Oct.

2013.

27. B. Fidler and E. Feinler, discussion, Mar. 2014.

The maps originally circulated according to the

needs of a handful of interest groups and as evi-

dence of progress to ARPA, in particular through

BBN’s quarterly technical reports (Fidler-

McKenzie discussion, Oct. 2013); they also

appeared in various BBN presentations and pro-

posals (B. Brooks to B. Fidler, email, Oct. 2013).

Both types of map are prominent in informa-

tional materials provided for the major 1972

demonstration at the International Conference

on Computer Communication in Washington,

DC, that introduced the ARPANET to the

broader computing community (“Honeywell at

Bolt, Beranek and Newman, Inc.,” Oct. 1972

brochure produced by Honeywell Information

Systems, courtesy of J. Haverty). Because logical
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maps added a further layer of detail by listing

the hosts connected to the IMP subnet, they

may have been an initial response to user

requests for host information (Fidler-McKenzie

discussion, Oct. 2013). The SRI Network Infor-

mation Center (NIC) would also send out these

maps to individual users who requested them

for information about which sites were on the

network (E. Feinler to B. Bidler, email, Aug. 2013

andMar. 2014). They also appeared on BBN-

produced t-shirts (B. Brooks to B. Fidler, email,

Oct. 2013).

28. E. Feiner et al., “ARPANET Resources Handbook,”

tech. report NIC 45601, SRI Int’l ARPANET Net-

work Information Center, 1978; ARPANET Infor-

mation Brochure, Defense Communication

Agency, 1978.

29. D. Walden with B. Fidler, discussion, Mar. 2014.

Other staff at BBN were actively involved in the

development of other areas of the ARPANETand

related technologies, such as host-level proto-

cols that made the network generally usable and

advanced operating systems that became

extremely popular on the network; Walden and

Nickerson, A Culture of Innovation, chaps. “Data

Networking at BBN,” “Email,” and “Distributed

Communications”; www.cbi.umn.edu/

hostedpublications/pdf/CultureInnovation bbn.

pdf.

30. “Specification for the Interconnection of a host

and an IMP,” BBN report 1822, May 1978. It is

unclear how long VDHIs extended on the

ARPANET.

31. This network is visible in the June 1983 logical

map. Little is known about these local networks,

and they remain an important focus for histori-

cal inquiry.

32. B. Fidler and A. McKenzie, discussion, Oct.

2013.

33. Satellite connections were used with satellite

IMPs (SIMPs), which curiously do not show up

on the maps. Satellite connections brought with

them their own host of challenges.

34. P.J. Santos et al., “Architecture of a Network

Monitoring, Control andManagement System,”

Proc. 5th Int’l Conf. Computer Communication,

1980, pp. 831–836.

35. B. Fidler and M. Thrope, discussion, Feb. 2014

and Oct. 2013. A. McKenzie, “The ARPA Net-

work Control Center,” Proc. 4th Data Communi-

cations Symp., 1975, pp. 5.1–5.6. BBN

monitored unplanned events (such as outages)

and often passed trouble calls to the homes of

some of its employees.

36. B. Fidler and A. McKenzie, discussion, Oct.

2013. See also McKenzie, “The ARPA Network

Control Center,” pp. 5.1–5.6. Aside from the

first node, the UCLA Network Measurement

Center, other sites expected a stable and opera-

tional network. The NCC is sometimes referred

to elsewhere as the Network Operations

Center.

37. A detailed account of the early stages of the

NCC, as well as a broader overview of its moni-

toring and control capabilities, can be found in

A. McKenzie et al., “The Network Control Cen-

ter for the ARPA Network,” Proc. 1st Int’l Conf.

Computer Communication, 1972, pp. 185–191.

38. McKenzie, “The ARPA Network Control Center,”

pp. 5.1–5.6. It appears that messages expanded

again around 1974.

39. The 1978 inception date is listed in J.G. Her-

man’s bio in S.L. Bernstein and J.G. Herman,

“NU: A Network Monitoring, Control, andMan-

agement System,” BBN, 1983, pp. 478–483.

Although the details remain unclear, between

the 1975 configuration and the 1980 imple-

mentation of NU, a TENEX-based “U program”

may have been used in some aspect of network

monitoring. J. Dempsey to B. Fidler, email, Oct.

2013.

40. Bernstein and Herman, “NU: A Network Moni-

toring, Control, andManagement System,”

Proc. IEEE Int’l Conf. Communications: Integrating

Communication for World Progress (ICC 83), vol.

1, June 1983, pp. 478–483. Thanks to James

Dempsey for this source.

41. Santos et al., “Architecture of a Network Moni-

toring, Control andManagement System,” p.

B5.2.6.

42. The large network map is also described in K.

Hafner,Where Wizards Stay Up Late: The Origins

of the Internet, Simon & Schuster, 1998, p. 168.

Alex McKenzie corroborates this account.

43. J. Dempsey to B. Fidler, email, Oct. 2013.

44. B. Brooks to B. Fidler, email, Feb. 2014 and Oct.

2013. Bob Brooks had this role until 1986.

45. B. Fidler with Laura Selvitella, discussion, Feb.

2014.

46. A January 1993 BBN report of local traffic statis-

tics is available in the William Naylor collection,

KCIS Archives, UCLA Library Special Collections.

47. RFCs authored by A. McKenzie, starting at #378

(Aug. 1972) and ending at #612 (Dec. 1973); L.

Kleinrock andW.E. Naylor, “OnMeasured

Behavior of the ARPA Network,” Proc. Nat’l Com-

puter Conf. and Exposition, 1974, pp. 767–80;

doi:10.1145/1500175.1500320.

48. See logical maps from 1983 and later. Accessed

with permission from the Computer History

Museum.

49. M. Schwartz and N. Abramson, “The Alohanet:

Surfing for Wireless Data [History of

Communications],” IEEE Comm. Magazine, vol.

47, no. 12, 2009, pp. 21–25; P.T. Kirstein, “The

Early History of Packet Switching in the UK,” IEEE

The Production and Interpretation of ARPANETMaps
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Comm. Magazine, vol. 47, no. 2, 2009, pp.

18–26.

50. The increasing role of the NIC in ARPANEToper-

ations and policy is illustrated in the DDN news-

letter discussions; see www.rfc-editor.org/rfc/

museum/ddn-news/ddn-news.n1.1, www.rfc-

editor.org/rfc/museum/ddn-news/ddn-news.

n1.1, www.rfc-editor.org/rfc/museum/ddn-

news/ddn-news.n18.1, and www.rfc-editor.org/

rfc/museum/ddn-news/ddn-news.n36.1.

51. Between 1973 and 1975, BBN developed a dis-

tributed system of access control and basic user

metadata collection (see BBN reports 2869,

2976, and 3089, and R.E. Schantz, “BBN’s Net-

work Computing Software Infrastructure and

Distributed Applications (1970-1990),” IEEE

Annals History of Computing, vol. 28, no. 1,

2006, pp. 72–88.). The final 1984 implementa-

tion as TACACS is linked to these early efforts in

Walden and Nickerson, A Culture of Innovation,

p. 461.

52. A first generation of foundational works on the

ARPANETemerged in the 1990s and, under-

standably, focused on the emergence and early

operation of the network. See Hafner,WhereWiz-

ards Stay Up Late; Abbate, Inventing the Internet.

53. Abbate, Inventing the Internet, p. 54.

54. K.L. Hacker and J. van Dijk, Digital Democracy:

Issues of Theory and Practice, Sage, 2000,

p. 20.

55. See G. Downey for a nuanced portrait of the net-

work’s heterogeneous and homogenous parts in

“Virtual Webs, Physical Technologies, and Hid-

denWorkers: The Spaces of Labor in Information

Internetworks,” Technology and Culture, vol. 42,

no. 2, 2001, pp. 209–235.

Bradley Fidler is an assis-

tant researcher in the Depart-

ment of Computer Science at

UCLA, where he studies the

social and economic dimen-

sions of networked comput-

ing. Fidler has a PhD in

history from UCLA. Contact

him at fidler@ucla.edu.

Morgan Currie is a PhD can-

didate in the Department of

Information Studies at UCLA.

Her research focuses on the

history of data practices in

governance and current appli-

cations of open government

data. Currie has an MS in new

media from the University of Amsterdam and a

masters in library and information studies from

UCLA. Contact her at msmorgancurrie@ucla.edu.
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“There Is No Saturation Point in
Education”: Inside IBM’s Sales School,
1970s–1980s

JamesW. Cortada
University of Minnesota

IBM’s Sales School has provided the company’s formal sales training
since 1914. Having attended as a student in the 1970s and worked as
an instructor in the 1980s, James Cortada describes the training newly
hired IBM salespeople received during this era.

The words “There is no saturation point in
education” are etched at the entrance of what
used to be IBM’s education center in Endicott,
New York. In that building, generations of
IBM sales personnel, engineers, managers,
executives, and customers took classes during
the 20th century. My first class, an introduc-
tion to IBM in October 1974, was conducted
in that building. It had been a constant belief
of IBM’s long-time head, Thomas Watson Sr.,
that all staff should receive continuing educa-
tion in their work, and no more so than his
salespeople and management. Between the
1930s and the end of the 1970s, probably
every American IBM sales representative (as
they were officially called) and sales manager
(called marketing managers) came through
that building. By the end of the 1970s, other
education centers around the world were pro-
viding similar services. The centerpiece of
that education was also the longest running
class, called simply “Sales School.” The first
was taught byWatson himself in 1914, one of
his first steps to professionalize the com-
pany’s sales force and to instill in them, and
the company at large, many of the values and
practices he had learned and used earlier
at NCR.1

Prior to 1914, there had not been any for-
mal selling processes at IBM. As in other com-
panies, selling had not evolved into a
profession; rather, people learned on the job.
However, in some large companies, attempts
were beginning to be made to fix that prob-
lem, certainly by the 1890s. At NCR, sales per-
sonnel had been taught closing techniques
and approaches that later surfaced at IBM.2 In
the 1970s and 1980s, my time with this train-
ing, IBM’s competitors were not doing formal

sales training; they only trained employees
about products, and tended to hire experi-
enced salespeople, including many who had
worked at IBM. So, the IBM Sales School was
unique.

This article is about my personal experien-
ces with Sales School, first as a student and
later as an instructor. I also describe the
importance of that class within IBM’s sales
culture. There is only one brief account
describing that very special class, written in
the mid-1980s by an IBMer, “Buck” Rogers,
who spent his entire career in sales.3 How-
ever, when IBM salespeople write about or
discuss their careers, they typically mention
when they attended Sales School, because it
was a milestone event. Only after successfully
completing it was an individual allowed to
sell to customers—to carry a quota. It was as
much a rite of passage as it was specific train-
ing about selling and how to do sales work.
Additionally, I briefly describe the “structured
sales call” because it embodied a set of practi-
ces that IBMers found useful for the rest of
their lives as a masterful way of communicat-
ing. For that, there are no histories, other
than the few pages written by Rogers while
describing Sales School.

Sales School in IBM History
Sales School varied over the years, but its
principle purpose remained constant: first, to
teach IBM’s values, such as excellence in all
that one did and the virtue of a customer-
centric culture, and second, to instruct sales per-
sonnel on how to “manage” (think “service” or
“control”) their customer accounts, how to
navigate the sales cycle that IBM’s products
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required, and how to communicate (think
“convince”) customers to implement a sales-
person’s recommendations. Walter D. Jones, a
salesman in the company in 1914 when Tho-
mas Watson Sr. became general manager,
reported years later that all salespeople were
required to take a course on the company’s
products that same year and a general refresher
course for “older salesmen.”4 These objectives
were taught in many forms, from the one class
in the 1920s through the 1950s, to multiple
classes from the 1950s to the present, including
in Sales School. Beginning in 1925, Watson Sr.
and other senior executives used the annual
meetings of the 100 Percent Clubs as occasions
to instruct on the techniques and attitudes of a
sales representative. Topics included having a
plan for what to do andwhat to recommend to
customers, collaboratingwith colleagues in cre-
ating and implementing plans, communicat-
ing (selling) with customers, tracking progress,
and always displaying an optimistic confidence
that ambitious targets will be met based on
solid planning. In the parlance of sales repre-
sentatives, much of what they learned in Sales
School was about the “basics” of sales, of
“blocking-and-tackling”—in other words, the
routine details of their job.

By the 1930s, Sales School normally ran
for a week, but by the end of the 1960s, it was
more often two weeks. As a student in the
1970s and then as an instructor in the early
1980s, I went through the two-week version.
By then, every sales division had one- or two-
week Sales Schools. Mine was in the Data
Processing Division (DPD), which was belie-
ved to have descended directly from the ses-
sions taught by Watson Sr. decades earlier,
long before DPD had been created, because it
was designed for IBMers who sold to the com-
pany’s largest customers. The various sales
divisions over the years have had similar
classes to teach selling communications and
how to manage clients, but tailored to their
needs. For example, typewriter sales represen-
tatives spent more time learning how to
“pitch” their products than how to manage
accounts, whereas DPD marketing represen-
tatives had to understand how to manage cli-
ent relations, because that was their most
important strategy for maintaining large rev-
enue flows. In each division, cases and
examples were based on products and cir-
cumstances relevant to those students. Speci-
alized sales groups, such as the Federal
Systems Division (FSD) that sold to the US
Government, normally used experienced
DPD sales representatives in combination

with consultants and software experts, so
fewer of these individuals actually went
through Sales School.

Records on how many people attended an
IBM Sales School have not survived. How-
ever, anecdotal evidence suggests that every
salesperson between the 1940s and the mid-
1990s (when rapid acquisitions of small con-
sulting and software firms flooded the ranks
of IBM’s sales staff) went through the class in
its variant forms, depending on which sales
division they entered. That would mean
more than 100,000 individuals probably
experienced Sales School. I know that during
the period of the mid-1960s through the
1980s, it was not uncommon for several
thousand sales persons to join the company
each year just in the United States, and
roughly close to that same number across the
rest of the world. IBM was relatively small
before World War II, so the number going
through this training normally would have
been accommodated in one or a few classes
per year, often scheduled as needed. Nearly a
century later, in the early 2000s, it was not
uncommon for IBM to hire more than 4,000
new salespeople worldwide per year.

Before proceeding further, I should say
what Sales School was not. Sales School did
not teach the specific features and functions
of products, nor did it teach the specific terms
and conditions of IBM’s contracts. Knowl-
edge about those items was acquired either in
other courses or through the extensive men-
toring and training programs in branch offi-
ces. During the period from the 1960s to the
end of the century, approximately 75 percent
of all entry-level training occurred in various
forms in branch offices. Sales School was
always reserved for teaching sales communi-
cations, sales strategy, and how to manage
sales cycles with customers. Many of the
techniques taught in the 1920s were still
being taught in the 1980s, the subject of
much of what I discuss in this memoir. The
methods and subjects taught in the United
States were the same as those taught to sales
personnel all over the world. In other words,
a Sales School taught in Europe had essen-
tially the same agenda as an American one.
Indeed, when I was in instructor we inter-
acted with the other schools to coordinate
curriculums.

By World War II, when the class had
become a routine part of the company’s edu-
cational infrastructure, the instructors were
salespeople who had practiced their trade in
an outstanding manner and held great
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promise as future sales managers.
“Outstanding” was defined as having
achieved their targets (quotas) back-to-back
for several years; by my time, four in a row
was normally required. Such salespeople were
regarded as some of the most proficient in
their branch offices and within their sales
divisions. They had won outstanding sales
awards, had garnished high customer satis-
faction as reported by customers to IBMman-
agers and through surveys, and they had
successfully overcome severe competitive cri-
ses. They were seen as having “strategic
vision” and strong teaming skills and were
both politically savvy and excellent commu-
nicators. They were well versed in the current
issues of the market, customer relations, and
the product line. To ensure all instruction
stayed fresh, current, and relevant, instruc-
tors were rotated in and out of Sales School in
18- to 24- month tours. Thus, examples of sit-
uations used in lectures came out of events
that had occurred recently in the life of each
instructor.

Normally, the overwhelming majority of
instructors later became first-line managers
in sales branch offices leading teams of five to
15 salespeople. They came back into the
branch office having honed personnel man-
agement skills because they had to deal with
the myriad problems of individual students
and had learned to lead, persuade, and com-
municate to subordinates. They also contin-
ued to sharpen their already fine selling skills
by teaching and watching others in Sales
School. They normally did well in their first

management jobs, and many went on to
highly successful careers, rising right into the
senior ranks of the firm. By the time I got
involved as an instructor, Sales School instr-
uctor alumni had formed an invisible club
within the firm. If you had been a Sales
School instructor, you were assumed to be an
outstanding IBMer even before you opened
your mouth. If managers or executives who
had been instructors themselves were inter-
viewing an IBMer who also had been an
instructor there was an instant bond, a
respect that proved advantageous.

And how did you know if someone was a
member of that club? In addition to reading a
person’s resume, for decades when instruc-
tors left Sales School to take on new assign-
ments, they were given pen and pencil sets.
Although these varied in design over the
years, they normally had a medallion
embedded in them that was so distinct you
could spot one from across the room (see Fig-
ure 1). Sales representatives had long been
taught to scan the office of whomever they
were calling on to see pictures of family and
events or other ephemera that could be used
to open a conversation about a shared inter-
est. So, it was normal to spot that medallion
and then open the conversation acknowledg-
ing the mutual experience. Thus, these pen
and pencil sets were prominently displayed,
even in the offices of senior executives who
had been instructors. They were a source of
pride.

The most important reason why Sales
School had such a cherished position in the
firm was that it worked. Sales personnel,
although they routinely discounted or
thought silly the notion of the “structured
sales call,” had so internalized its techniques
that they did not even recognize that they
practiced it. We knew that because for deca-
des highly experienced senior salespeople
(mostly men at the time) always served as
guest instructors, taking two precious weeks
out of working “the territory” to help coach
sales trainees. You would see them illustrate
how to communicate with a customer in the
classroom using the techniques taught to
them often two or three decades earlier, exe-
cuting them flawlessly. Yet they would deny
they had done that until we showed them
video of what they had said and compared it
with the techniques they saw staff instructors
teach during their two weeks at Sales School.
The instructors and students were always
impressed with the polish these representa-
tives brought to the program.

Figure 1. Medallion embedded in the pen and

pencil sets presented to Sales School instructors

as they moved to new assignments.

“There Is No Saturation Point in Education”: Inside IBM’s Sales School, 1970s–1980s
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IBMers used the same methods learned at
this school with each other for the rest of
their careers. Today, I can spot ex-sales profes-
sionals outside of IBM—say, in a community
activity—because they continue to apply
these methods for managing a situation or
communicating with a group. I still use them
today, and I am no longer at IBM. The meth-
ods worked because they were based on
empirical research begun in the 1920s by
various academics (such as communications
experts), current business management thin-
king, and the practical experience brought by
other practitioners from across IBM and even
by customers who routinely were guest
speakers at these classes.5

My Attendance, 1975
It was quite chilly in Endicott in December
1975. Several dozen trainees had checked in
at the IBM Homestead, where thousands
upon thousands of IBMers had stayed over
the years while attending classes in town.
Sales School was to be our last hurdle after a
grueling 14- to 18-month training program,
before we were let loose on customers and
would carry a quota. As with all schools at
IBM at the time, you had to successfully com-
plete earlier courses before qualifying to
attend Sales School. By the time we got there,
we had learned about IBM’s product line,
computer technology, and how the company
worked. We had been on many sales calls
with sales representatives and had already
attended a “Selling Fundamentals” class in
which we were exposed to the structured
sales call. In this, our last class, we would be
asked to make seven practice sales calls built
on a customer case study that each of us had
prepared. These were based on live situations
in our respective branches. Failure to pass
Sales School essentially ended one’s term at
IBM. You had to compete against other mem-
bers of the class for ranking, which affected
your appraisal, which came in January at
IBM, right on the heels of a cold December in
Endicott.

My fellow “trainees,” as we were called,
represented a diversity new to IBM. Until the
early 1970s, sales personnel in the United
States were white men, all college graduates,
most with degrees in business, engineering,
and the hard sciences. They came armed with
university degrees from major private and
state universities. When I went through, the
class was a mixture of African American,
white men, and a few women. I was, I sup-
pose, the token Hispanic, although I doubt

anybody knew that. The trainees’ back-
grounds were broad. I was a history major,
but I recall a religion major and someone
who studied English literature. They were
bright, good looking, ambitious, and articu-
late. You had to wonder how you got into
such a crowd. They also demonstrated an
ability to drink beer every night in town.
They were all in their early twenties. I was 28
years old, the oldest—actually quite old by
the standards of the day. Most trainees came
into the company right out of college, with
the exception of the rare military veterans
who were closer to me in age. All our instruc-
tors were white middle-class American men
in their late twenties or early thirties.
Between them and the trainees, it seemed all
regions had been accounted for, as they came
together from around the United States.

Practice sales calls involved role playing,
in which instructors were customers and
trainees were sales representatives. We repli-
cated a typical sales cycle of uncovering a
business opportunity, exploring it for details
about problems and their sources, conceptu-
alizing a solution, overcoming objections,
and getting the order. Other students obser-
ved our efforts; then we critiqued each other
on what went well and how one could
improve. Instructors did the same. Because
everyone came to class with a specific case
study, these calls could be tailored to the
peculiarities of their industries and custom-
ers. For example, the US government had
laws regarding procurement practices that
trainees needed to know how to obey if
they were slotted to sell to federal agencies.
Large accounts in the private sector had less
formal procurement practices, but their
decision criteria might be different; for
example, it might place more emphasis on
return on investment than on the just plain
old “who is cheapest” criteria used by the
public sector. We had to be prepared for all
of these differences, and among all members
of the staffs in the 1970s and 1980s, the
mix of experiences was sufficient to deal
with these in the sales calls made in Sales
School.

We devoted mornings to three activities.
First, at 8:00 a.m. an ancient retired IBMer
would come into the classroom, sit at a
piano, and accompany us as we, yes, sang
IBM songs! They were still sung in the 1970s,
as they had been since the 1920s. By the
1980s, we thought this practice was quaint,
but in the 1970s it was a tradition. Next,
instructors gave 45–60-minute lectures,much
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as at a university, about myriad topics, rang-
ing from how best to execute various ele-
ments of the structured sales call (more on
that later), how tohandle difficult account sit-
uations, and what sources within the com-
pany one could go to for assistance. Trainees
were urged to always bring up problems in
their sales territories so that colleagues and
management could help solve them. Nor-
mally, once a week customers would come in
to discuss issues they faced in computing and,
always, what they expected of their IBM sales
representatives. These were terrific give-and-
take sessions. Third, managers and executives
from other parts of IBM would discuss their
corners of theworld. Executives gavepep talks
abouthow exciting a time thiswas to bework-
ing for IBM.6 On the last day, a senior execu-
tive would give a similar commencement
address. I donot recall who spoke to us.

Our evenings were spent either preparing
for the next day’s sales call or in groups
working out the solution to some sales prob-
lem to be discussed the next morning. Meals
at the Homestead were excellent, the build-
ing gorgeous. Watson’s wife had furnished it
beautifully with the largest Oriental rug I
had ever seen, which is still in Endicott at
the local IBM museum, and with one of my
favorite paintings, an impressionist scene of
New York, circa 1914. When the Homestead
was eventually closed, and its furnishing dis-
bursed, I was saddened, thinking it lost, but
a few years later saw the painting hanging
outside the office of the Chairman of Board,
Louis Gerstner, in Armonk, New York! There
was a bar at the bottom of the hill on which

the Homestead was located, and with some
discretion, we followed another long-stand-
ing IBM tradition of meeting in the eve-
nings. We left Endicott feeling that we had
joined a long line of successful IBM salespeo-
ple, equipped with skills, confidence, and a
tradition of success, as we also apprehen-
sively thought about what January would
hold for us.

Before closing out Sales School, a class
president was selected. That individual was
normally the one everyone thought did the
best in school. The fact that they had been
selected class president followed these indi-
viduals all through their IBM careers. Once,
while attending a 100 Percent Club event in
the late 1980s, among the guests introduced
to the thousands of assembled IBMers was
the class president of Sales School 1941. (For
many decades, only one class a year was held.
By the time I went through, they were held
roughly once a month or two every six
weeks.) A few weeks after the class ended, a
class photo would show up in the mail.
Although I cannot find mine, Figure 2 shows
my “Selling Fundamentals” class, attended
by sales staff and systems engineers; half were
also students in my Sales School. By the time
our class picture from Sales School came in, I
was knee-deep in my first sales territory, and
the class seemed long ago, not just six weeks
before.7

I Became an Instructor, 1981–1983
Imagine my shock when I was appointed an
instructor at Sales School in the fall of 1981. I
was thrilled, although my wife was six
months pregnantwith our second child, Julia.
We had to move quickly from New Jersey to
Poughkeepsie, New York. The staff consisted
of 14 instructors and a Sales School manager.
We taught in building 5 at the plant. With a
bumper crop of DPD salespeople being hired,
we were teaching this class roughly once
every three to six weeks. We also taught a
one-week “Selling Fundamentals” course.
Our classes typically had five to six instructors
each, plus one or two experienced guest
instructors from the field. Classes of 20 to 30
trainees were typical. Whereas classes in the
1970s were roughly 20 percent women and
had a few African Americans, by the 1980s,
women comprised a third or more and Afri-
can Americans had also increased their
presence.

The format of Sales School paralleled what
I had gone through myself: lectures in the
morning, practice calls in the afternoon,

Figure 2. “Selling Fundamentals” class, 1975. Half of the members

attended Sales School with James Cortada.
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tailored case studies, guest speakers, and so
forth. The objectives were also the same, but
the singing was gone. One reason why Sales
School moved from Endicott to Poughkeep-
sie was to be closer to IBM executives located
just south of us inWestchester County, where
DPD and the corporation had their headquar-
ters. It made it easier to schedule them as
speakers. We could also pull in customers
from the greater New York/Connecticut/New
Jersey region.

The environment in Poughkeepsie was
quite different from that in Endicott. Endi-
cott felt more like the early days of IBM, the
Watson era of the pre-1950s, whereas Pough-
keepsie was ground zero for the company’s
large mainframe business. Its operating sys-
tems were written there, along with many
utility and networking tools. The factory
built all the System 370 mainframes sold in
the United States and Canada. Surrounding
towns housed ancillary facilities where chips
were made (East Fishkill) or where these com-
puters were tested before going out to cus-
tomers (Kingston). Close to 10,000 IBMers
worked in the area. My neighborhood was
almost 100 percent employees, most of them
scientists and engineers. I was the first person
in sales they had ever met. I spent the next
two years dissuading them of an incredible
set of misinformed perceptions they held
regarding what salespeople did. If you
wanted to cash a check at the local supermar-
ket, the clerks were not interested in seeing
your driver’s license for proof of identity
(standard practice in the United States),
rather they asked to see your IBM ID badge.
The other large employers were the two
nearby state penitentiaries.

My colleagues were a diverse crowd,
reflecting the changing nature of IBM at the
time. (There were three women, one African
American, and the rest were Caucasian.) All
were educated at American universities and,
with the exception of one, had spent their
IBM careers in the United States. As I recall,
about six of us had wives who gave birth to
children in 1982. It played havoc with sched-
uling instructors because none of our wives
would deliver babies when they promised.
With the exception of one, everybody
wanted to be a marketing manager right
away. When they achieved that wish, they all
did well at it, moving on with their careers,
although over time some migrated to jobs
outside of IBM. I learned a great deal from
them about the company, about selling skills,
and about dealing with trainees. It seemed

everyone brought special experiences that
they were willing to share. We were a tightly
knit team. Other Sales School instructors
from prior years told us that this was normal.
On occasion an instructor from an earlier
time visited us, especially those who had
worked in Endicott and now were located in
White Plains, New York, about 90 minutes
south at the national division headquarters
for DPD.

Trainees were generally an impressive lot,
with a good mix of gender and race. All were
still young; indeed, they seemed very young
to me. They had a diversity of undergraduate
degrees, and many trainees now had adva-
nced degrees, including MBAs from any
school you could imagine. They also
included a folk singer who wrote a song
about Sales School, a member of an US Olym-
pic track team, and an individual with a med-
ical degree. As instructors, we kept our social
distance from them, so we knew little about
their political and social beliefs. We saw a
sprinkling of married trainees. Most expr-
essed a healthy interest in sports, such as run-
ning, basketball, and golf, but at school they
had almost no time for any of those activities.
They tended to be a serious lot, having had
their college party culture rubbed out of
them in earlier classes. On the Thursday of
the second week, there was a class party, how-
ever, followed by graduation the next day.
Instructors came to these parties, which were
always held at local restaurants, but we dis-
cretely vanished around 9:00 p.m. to let the
trainees do and say whatever they wanted.
But before we left, they made it a point to
roast the instructors and to recall events from
their class.

Life as an instructor was pretty intense.
We had to study the trainees’ case studies
every night for the three sales calls we role-
played the next day and be prepared to pro-
vide thoughtful advice on how to improve
their performance. We videotaped every call
so we could point out specific things they did
well or could have executed better. Lectures
were also taped so instructors either new to
the program or giving a new lecture could
receive similar critiques from more experi-
enced colleagues. This is when I learned not
to adjust my regimental tie that I wore always
with a starched white shirt and, of course, a
dark suit, while lecturing. Taking off one’s
jacket while lecturing was a pretty edgy, cas-
ual, even counterculture move. Remember,
we had to be role models of professionalism
at all times.
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Each instructor was responsible for men-
toring and advising up to a half dozen train-
ees while they prepared their case studies
before attending class, then while in Pough-
keepsie, and then in writing up and commu-
nicating an assessment of their performance
in Sales School. Each of us was also responsi-
ble for the subject area we lectured about,
and for documenting and updating lecture
notes in case another instructor had to
deliver the lecture. We liaised with other
parts of the entry-level training program in
our specialty area so that what we taught was
consistent with what trainees had heard in
earlier classes. Any redundancies in material
were, thus, provided intentionally to address
ongoing learning difficulties faced by trainees
or to reinforce practices, such as sales call fun-
damentals and skills in using financial tools.
My two staff assignments were to provide
financial analysis training and to recruit guest
speakers from IBM’s executive ranks.

That second staff assignment was quite a
revelation. I typically had to recruit division-
level directors, vice presidents, division presi-
dents, group executives to whom these divi-
sions reported, and corporate officers. I never
had one say “no” to speaking. The bigger
problem was coordinating calendars. I was
amazed at how supportive they were, regard-
less of division, even from such far-away parts
of IBM as research and manufacturing—and
even executives in Europe. Executives who
had to cancel a speaking engagement nor-
mally recruited their own replacement. For
example, I had IBM’s chairman, John Opel,
scheduled as a commencement speaker. He
had to cancel, and rather than have a staff
person deliver the bad news, he called me
personally to apologize and to tell me that he
had asked IBM’s European chairman, Jacques
Maisonrouge, who would be in New York, to
speak. A few executives were not so professio-
nal, but on the whole supporting Sales School
was considered crucial. Maisonrouge met
with our class in New York at 590 Madison
Avenue, where he delivered a rousing com-
mencement speech, answered all manner of
questions from the trainees, sang IBM’s
anthem, led us in singing “Ever Onward,”
and reflected on both his sales career and his
attendance at Sales School in Europe in the
late 1940s. Fantastic!

We often learned new things from our
speakers that the rest of the company had yet
to hear. In 1983, for instance, we learned that
someday the power of a mainframe would fit
into a device the size of a shoe box and that it

was already in the labs. A speaker from corpo-
rate strategy shared with one of our classes—
for the first time I think with any group in
IBM—a slide that eventually became one of
the most famous used by IBM in the 1980s. It
boasted that the company would be a $100
billion operation by 1990 with a line graph
showing revenues going straight up every
year. At the time, I thought this was ridicu-
lous, naive, so I asked for and he gave me the
slide, which I still have. I wanted to keep it as
an example of hubris. But his talk was well
received by the trainees.

There were difficult times too. I had a
trainee from Ohio that tried to commit sui-
cide by taking an overdose of sleeping pills
because the pressures of Sales School were too
much for her. She was rushed to a hospital in
the middle of the night; I reached her
mother, and made arrangements for an
IBMer in Ohio to go to her home and take
her to the airport. A colleague in New York
picked her up at the LaGuardia airport and
brought her directly to the hospital. Once in
a while, trainees drank too much. I rescued
one from the local jail for that indiscretion,
kept the incident quiet within the staff, and
never reported it to his manager. The trainee
was only about 22–24 years old and looked
like a teenager.

There was one period in my two years
when we had so much work that we literally
ran one or two classes per week for seven
months. At the time IBM was aggressively
hiring sales personnel but was not expanding
the entry-level training staffs to accommo-
date them. For our little team, that meant
meeting on Saturday mornings for two or
three hours to debrief on what went well and
what didn’t in the just-concluded class and
what we had to do to close it out. Then we
met on Sunday afternoons to figure out what
we needed to do for the incoming class, greet
the next crop of guest sales instructors, and
brief them on the class and what we expected
of them.We spent our evenings preparing for
our sales calls or lectures for the next day. It
was mentally exhausting, not tomention dif-
ficult on our families, who did not under-
stand why we had to maintain such insane
hours for somanymonths.

However, we met more than a thousand
future salespeople, and nearly a hundred
speakers, some of whomwould go on to help
our individual careers based on our positive
professional treatment of them. For at least
20 years after being an instructor, people
would come up to me at company meetings
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and say something like “Jim, you were an
instructor in my Sales School” or “You were a
tough critic on one of my sales calls.” The 14
of us instructors remained friends for years,
long after some had left IBM.

Because we were located at a plant site, we
took our classes on tours of the manufactur-
ing facility, which always proved to be a fun
experience. Sometimes we also took them
over to the software laboratories. We brought
in speakers who had been our customers in
the field, which proved to be wonderful expe-
riences for all of us. On occasion, if an impor-
tant customer was visiting the plant to see his
or her company’s computer being built, we
would hear about it and immediately try to
get that individual tomeet with our students.
These people who ran IT operations in large
American corporations somehow always
seemed to find a way tomake time for that.

We could also attend lectures given by
IBM scientists and engineers and sit in on
other customer briefing programs held in the
same building. In the two years I was in
Poughkeepsie, I made it a point to try and
attend at least one briefing every week, as
they were held downstairs in the same build-
ing as our classes. I heard about IBM’s latest
products, what customers were doing with
computers, issues such as cost justification of
IT, and the rising tide, at the time, of Japanese
competitors. Because I had already published
two books on IT management, I was occa-
sionally invited to give talks to groups of cus-
tomers on related topics. Events downstairs
helped me to stay current on issues. I knew
the day would soon come when I would be
back in a branch office with people looking
tome for guidance and knowledge.

From our first day, we instructors knew we
would go out with a promotion to marketing
manager, so were keen to get going on our
destinies. After a year on staff, we began figu-
ratively to look at our watches, letting our
manager know how eager we were to get
“promoted out.” At 18 months, an instructor
was highly skilled, knew the teaching job
well, and could not wait to move on. Of
course, this had to be done keeping in mind
the arrival of replacement instructors and the
best placement for the veteran. The latter was
a difficult task because geographic preferen-
ces and one’s earlier branch experiences were
factors. In my case, I was willing to go any-
where in the United States, but because I had
experience with manufacturing and process
accounts, I had to be placed in a sales office
with those kinds of customers. It would not

work to put me in a branch office that sold to
Wall Street security exchanges. We also had
to compete for openings with staff market
support people who, also skilled in sales, were
employed by the regional headquarters in
which an opening existed. In other words, we
had to compete against the “in-house”
candidate.

Our competitive advantage was the expe-
rience we acquired in dealing with the
human issues of our trainees—in appraising
and teaching them—and our exposure to the
rest of the corporation. We knew whom to
call when there was a problem. Nor were we
shy about doing so. This is an important
observation because at the time, the com-
pany culture was formal and hierarchical.
One did not simply pick up the phone and
call, for example, an executive for help. You
had to prepare for that request and run it up
your chain of command. Yet executives
understood the importance of people in the
field getting to them quickly. Sales School
instructors had learned through their experi-
ence that executives and upper management
were approachable and normally more than
willing to help; many in the field never knew
that.

I left Poughkeepsie in November 1983 for
amarketingmanager’s job in the DPD branch
office in Nashville, Tennessee.

Structured Sales Call
I have mentioned several times the centrality
of the structured sales call in the education
and skill set of all IBM sales personnel. It is a
subject that has not received attention by his-
torians of the company, but it is important to
understand both in terms of its role in IBM
behavior and as part of the sales profession in
general. Described internally as the “logical
selling process,” it held that all conversations
were intended to persuade one to do some-
thing, ranging from agreeing with your point
of view all the way to spending millions of
dollars on whatever you were selling. It also
could apply to convincing your spouse about
the kind of renovation to do on your home
or what vacation to take. The conversation
had six elements that played out in one form
or another: getting attention, generating
interest in a topic, identifying a need and
qualifying it, constructing a recommenda-
tion, presenting the case for it, and finally,
closing the deal, which is asking for agree-
ment or “the order.” To do all of that, one
could use a conversational architecture called
the “planned sales call.” It was not until the
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end of the 1920s, however, that the struc-
tured sales call had been codified into a teach-
able subject.

Sales representatives were shown how to
initiate a conversation, how to spend time
reducing customers’ nervous tensions, often
through the use of open-ended questions
that required a sentence or more to answer,
as opposed to a “yes” or “no” response. Cre-
ating interest was always about identifying a
solution’s potential benefits for the cus-
tomer: “If we could solve the xyz problem,
what would the effect be on your budget?”
Inexperienced salespeople often rushed
through this conversation, which aimed to
funnel from the customer’s broad goals and
objectives, to a discussion about priorities
among these goals and objectives, to how
much by when and possible strategies for
execution, to the specifics of the customer’s
needs. That needs phase could easily con-
sume half the conversation, and so salespeo-
ple were trained to patiently and metho-
dically ask questions that navigated the con-
versation from goals to specifics. We also
taught them to verify that they (IBMers)
understood what the customer was thinking
and saying. We wanted them to validate con-
tinued interest, which could change during
the conversation, because such a probing dis-
cussion often became an intellectual journey
for the customer as well. All of this had to be
done in 20 to 30 minutes! Why? Because too
often that might be all the time you were
given, particularly with a senior executive,
such as a chief financial officer being asked
to sign off on a large expenditure for your
hardware.

Most inexperienced salespeople would
jump to a solution (for example, “buy my
product”) about a third of the way into the

needs discussion. An experienced salesperson,
however, would use all that was patiently
learned in the first half of the conversation to
develop a solution (notice, not necessarily a
product) that met the needs of the customer,
and then present it. Tens of thousands of IBM
sales representatives learned about FARs—fea-
tures, advantages, and reactions. In presenting
a recommendation, they were drilled con-
stantly on the need for FARs. Explain the fea-
tures of the solution, the advantages to the
customer of each feature, and patiently get the
customer’s reaction. Some features and per-
ceived advantages customers would agree
with, others theywould not. It was essential to
understand from the FARs where customers
were on a proposal. Always too, FARs had to be
tied back to the needs established earlier in the
conversation.

Then, and only then, could you ask for the
order. There were many ways to do that, such
as using assumptive statements (“What color
would you like your computer to be?” or
“After we get this machine installed, …”), or
summarizing benefits (“In order to reduce
your expenses by 5 percent this year, do you
agree we should order this software now?”).
Young salespeople were afraid to ask because
they might feel rejected by a “no,” whereas
an experienced salesperson knew that “the
selling begins when the customer says no.”
Sales representatives were also taught that
part of the close involved agreeing to a plan
of action for what IBM and the customer
would each do next by some agreed-upon
date. Salespeople were also taught how to
craft a realistic commitment. Case studies
proved useful in identifying what these
might be. Table 1 lists example closing
techniques taught to sales representatives.
There were nearly a dozen different closing

Table 1. Sample IBM approaches for closing an order.

Closing type Example statement

Assumptive close “What color would you like your computer to come in?”

Pending event close “If you want this by the end of the year, you are going to have to order this

now. May I go ahead and take your order?”

Directive close “If all this makes sense, then the following are the three steps you and I need

to take. Agreed?”

Puppy dog close “Take this puppy home and try her out for 30 days with your children. If

they don’t like her, return the puppy and I will reimburse you for her

purchase price.”

Alternative close “Would you like this computer in blue or red?”

Direct close “Will you marry me?”

“There Is No Saturation Point in Education”: Inside IBM’s Sales School, 1970s–1980s

64 IEEE Annals of the History of Computing

Previous Page | Contents  | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

Qmags
®THE WORLD’S NEWSSTAND

Previous Page | Contents  | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

Qmags
®THE WORLD’S NEWSSTAND

http://www.computer.org/annals
http://www.qmags.com
http://www.computer.org/annals
http://www.qmags.com


techniques, but I could only remember a few
of themore obvious ones.

Jokes were often made about some of
these. For example, “What closing technique
is in widest use but can only be exercised in
the last three weeks of December?” Answer:
“Begging.” So much for the planned sales
call! But a hidden truth is that it paralleled
the months or years of activities that led up
to a sale: identifying a need, understanding
the customer’s issues, shaping a solution,
identifying potential benefits, gaining the
customers’ concurrence to these, overcoming
remaining issues (for example, adding some-
thing to the next year’s budget), and agreeing
to implement. With IBMers running on a
quarter-to-quarter, year-to-year cycle, one
could expect a great deal of order closing
going on at the end of a month, quarter, or
year.

We paid particular attention to teaching
salespeople how to handle objections to their
ideas. This is where highly experienced sales-
people shined. They never became defensive
or took an objection as a personal criticism;
rather, they viewed an objection as a legiti-
mate concern that needed to be overcome—
something hidden that needed to be pried
out of the customer, such as a prejudice in
doing business with IBM or with someone of
a different ethnic background. Thus, under-
standing the objection completely was cru-
cial. To make sure that happened, a sales
representative was taught to ask probing
questions because customers rarely state their
objections up front. Paraphrasing back en-
sured that the IBMer understood correctly.
Then, only after taking these initial steps did
a sales representative provide a positive
response that was accurate and reasonable.
Then he or she would ask for a customer
response to confirm that the objection had
been overcome.

This processmay sound stiff, but with a lit-
tle practice, it proved a natural way of talking
if you were trying to sell something. It was so
much a discipline that in the 1980s sales
staffs were often given little blue plastic cards
summarizing each step that they could keep
in their wallets to consult from time to time
(see Figure 3). I must have kept mine for
more than a decade until it fell apart.

Tied to the planned sales call was a similar
architecture for presentations. IBM salespeo-
ple were taught how to stand up in a confer-
ence room with a slide presentation, or in
front of a large roomful of people, to persuade
them of their viewpoint. The same elements

I’ve described here appeared in some form or
another in such presentations. One of my
standard lectures in Sales School was on how
to make presentations. Sales representatives
would have seen enough of these to spot
problems, so I would be introduced to a dif-
ferent class from the one I was working in as a
highly experienced public speaker from New
York there to talk about personal develop-
ment. I would then make every mistake I
could think of, and it would often take the
audience close to 10 minutes to realize that it
was all a spoof, at which point I would pivot
into a properly done presentation on how to
prepare andmake presentations. All the usual
tricks were in play: chewing gum, drinking a
Coca Cola in a can, using yellow and red (the
former so you could not see it, the latter to
irritate the audience and be unreadable to the
colorblind) or small fonts, reading prepared
comments in a monotone voice, failing to
make eye contact, not answering questions
from the audience, and so forth. In Sales
School, the seventh and last call trainees
made was a closing presentation, which they
had to prepare during the last week in class
and present standing up. My job, of course,
was to trot out all manner of objections to a
trainee’s proposal and, ultimately, only to
agree if they had realistically convinced me
of their idea. If not, they failed the call. As we
told them, it was better to be treated roughly
by us now than by real customers later. We
were tough for that reason.

Figure 3. IBM sales training card. In the 1980s, salespeople at IBMwere

given plastic cards that listed the steps in a planned sales call and

common customer objections.
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Sales School after I Left
The Sales School I described did not change
significantly in the 1980s, whereas entry-level
education as a whole evolved and over time
became shorter. Although hiring declined in
the 1990s, it did not end, nor did the need for
education. By the early 2000s, attendance
rose again. By 2009, Sales School was known
as Global Sales School. Common themes
remained similar to those of past decades—
accelerating a seller’s time to productivity,
learning by doing, focusing on core and com-
mon skills—although the entire training pro-
gram took months less than in earlier years.
Experienced sales personnel coming into the
company no longer had to attend Sales
School, although inexperienced salespersons
were still expected to do so. The planned sales
call had a new name: Signature Selling
Method (SSM). Trainees were still taught
about critical sales activities, sell cycles, tools
and assets they could apply to their sales
efforts, and experienced teaming and collabo-
ration. The director of Sales School in 2009,
Paula Cushing, told me at the time that she
had to cost justify the program, demonstrat-
ing its value to IBM in the increased produc-
tivity of trained personnel versus those that
did not go through this and other entry-level
training programs.8 By then, it seemed that
every organization in IBM had to justify its
role in highly formal ways, including through
economic justification and with formal
PowerPoint presentations, surveys, testimoni-
als, and employee feedback.

Some Final Thoughts
Of all the jobs I had at IBM, Sales School
instructor was one of the most rewarding.
Sales School was also the most pressure-filled
course I think I ever took at IBM. That 40
years later I can remember the class suggests
that it was transformative for me. It clearly
was one of several activities that all salespeo-
ple underwent in their early years at IBM that
reinforced the company’s culture in its sales
community.We learned a common language,
a standard way to communicate with cus-
tomers and our management, the fundamen-
tal sales cycle of working with customers, the
firm’s history, and a bit about the politics of a
big corporation. When combined with the
routines of a branch office, we could see how
we became part of the selling ecosystem of
which Sales School played an important role.
Branch office milestones reinforced what
happened with Sales School. These events

included selling one’s first computer system,
attaining one’s first 100 Percent Club, and
receiving one’s first Branch Manager’s Award.
As we traveled through the company over
the decades, the common training—indeed
attendance at the same class at the same
time—had an ongoing bonding effect. As
with the first classes taught byWatson Sr., we
were forced to think about how we wanted to
approach our customers, what we needed to
learn, and what we wanted to say well. Sales
School proved to be an important tool in
making that possible.

I still practice its lessons, but hopefully, as
an instinctive gesture, just like the 20- to 30-
year sales veterans who did it so easily as
guest instructors at Sales School.

References and Notes

1. K. Maney, The Maverick and His Machine, John

Wiley & Sons, 2013, pp. 3–6, 11, 241–242.

2. W.A. Friedman, “John H. Patterson and the Sales

Strategy of the National Cash Register Com-

pany, 1884 to 1922,” Business History Rev., vol.

72, no. 4, 1998, pp. 522–584.

3. F.G. “Buck” Rodgers, The IBMWay: Insights into

the World’s Most Successful Marketing Organiza-

tion, Harper & Row, 1986, pp. 73–80.

4. W.D. Jones, “Personal Observations and Com-

ments Concerning the History and Develop-

ment of IBM: The Perspective of Walter D.

Jones,” The IBM Century: Creating the IT Revolu-

tion, J.R. Yost, ed., IEEE CS Press/JohnWiley &

Sons, 2011, p. 42.

5. That growing body of sales information and

research is described in W. Friedman, Birth of a

Salesman: The Transformation of Selling in Amer-

ica, Harvard Univ. Press, 2004, pp. 151–171.

6. For an example of such a pep talk, see Friedman,

Birth of a Salesman, pp. 79–80.

7. For an account of my time as a salesman, see

J.W. Cortada, “‘Carrying a Bag’: Memoirs of an

IBM Salesman, 1974-1981,” IEEE Annals of the

History of Computing, vol. 35, no. 4, 2013, pp.

32–47.

8. Conversation between J.W. Cortada and P.

Cushing (and several members of her staff), 12

Mar. 2009; notes in author’s personal files.

James W. Cortada is a

senior research fellow at the

Charles Babbage Institute at

the University of Minnesota.

He was employed at IBM from

1974 to 2012. Contact him at

jcortada@umn.edu.

“There Is No Saturation Point in Education”: Inside IBM’s Sales School, 1970s–1980s

66 IEEE Annals of the History of Computing

Previous Page | Contents  | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

Qmags
®THE WORLD’S NEWSSTAND

Previous Page | Contents  | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

Qmags
®THE WORLD’S NEWSSTAND

____________

mailto:jcortada@umn.edu
http://www.computer.org/annals
http://www.qmags.com
http://www.computer.org/annals
http://www.qmags.com


Andrew V. Haeff: Enigma of the Tube Era
and Forgotten Computing Pioneer

Jack Copeland
University of Canterbury, New Zealand

Andre A. Haeff
A.V. Haeff Papers

Prolific, yet neglected inventor
Andrew Vasily Haeff (1905–1990)
made numerous contributions to vac-
uum tube art, including the traveling
wave tube, the inductive-output tube,
the electron-wave tube (or “double-
stream” amplifier), the resistive wall
tube, and many others. Haeff’s contri-
butions to computing history include

his pioneering computer monitor technology, his high-
speed electrostatic computer memory tube, and his
early work in the display and storage of text and
graphics.

Harbin to Caltech
Andrei—later Andrew or Andy—Haeff was born inMos-
cow on 12 January 1905 (or 30 December 1904, by the
Julian Calendar in use in Russia at the time).1 In 1920
his family fled from Russia to Harbin, in northeastern
China. An important railway city not far from the Rus-
sian border, Harbin became home to a large Russian
population in the wake of the 1917 Bolshevik revolu-
tion. Haeff’s father, Vasili, owner of the Churin Trading
Company and a venture capitalist specializing in gold
mining, continued the family business from Chinese
soil. Haeff completed high school at Harbin and went
on to study electrical and mechanical engineering at
the Russian Polytechnic Institute there, graduating in

January 1928.2 Later that year, following a successful
application to the California Institute of Technology, he
came to the United States. At Caltech, Haeff obtained a
master’s degree in electrical engineering in 1929 and a
PhD in electrical engineering and physics in 1932. Cal-
tech’s director Robert A. Millikan introduced the young
Haeff to Einstein as one of the institution’s most prom-
ising graduate students.

The topic of Haeff’s doctoral dissertation was “Ultra
High Frequency Oscillators,” in particular the 1,000
MHz oscillator that he had developed.3 He was soon
using this oscillator in a transmitter that he built in
order to carry out UHF communications experiments
involving his first major invention, the traveling wave
tube (TWT) amplifier.4 The TWT went on to become
one of the most important paradigms in microwave
engineering, with interest in the tube remaining
strong today, especially for radar and communications
applications.5

Haeff’s younger brother, Alexei Haieff, followed him
to the US in 1931. Haieff, a talented composer, soon
gained a reputation in his adopted country, spending
long periods with Igor Stravinsky in Hollywood. It was
a favorite family anecdote that when Haieff and
Stravinsky were driving back to Hollywood together
through the Rocky Mountains, Stravinsky exclaimed
irritably, “I despise mountains—they don’t tell me
anything.”6

Andrew V. Haeff
Born: 12 January 1905, Moscow, Russia

Died: 16 November 1990, Whittier, California

Education: BS (electrical and mechanical engineer-

ing), Russian Polytechnic Institute (Harbin, China),

1928; MS (electrical engineering), California Institute of

Technology, 1929; PhD (electrical engineering and

physics), California Institute of Technology, 1932.

Professional Experience: RCA, vacuum tube

research engineer, 1934–1941; Naval Research Labora-

tory, consulting physicist, 1941–1950; Hughes Electron

Tube Laboratory, Hughes Aircraft Company, research

director, 1950–1954; Hughes Research Laboratory, vice

president and director of research, 1954–1961; Acous-

tica Associates, consultant, 1962; TRW, researcher,

1968–1975; Caltech and NRL, consultant, 1975.

Awards: IEEE Harry Diamond Memorial Award,

1950.
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Andrew too was highly musical, playing
violin and piano from an early age and
remaining musically active until almost the
end of his life. At Harbin the young brothers
would fill the house with music, Alexei at the
piano and Andrei playing his violin inven-
tively and with consummate style. In his
teens Andrei was, like his brother, an avid
composer, and dreamed of writing music to
accompany Hollywood’s silent movies. He
even mailed a proposal from China to the
Metro-Goldwyn-Mayer studios in Holly-
wood, but fortunately for the vacuum tube
industry, nothing came of it.

Radio Corporation of America,
1934–1941
In March 1934, Haeff shifted from academia
to industry, joining the Research and Engi-
neering Department of RCA inHarrison, New
Jersey. He worked on the development of
small tubes (“acorn” tubes) for use in televi-
sion—the RCA passion—and on UHF trans-
mitting and receiving tubes and circuits.7 At
RCAHaeff filed a number of patents on veloc-
ity-modulated tubes and embarked on an
analysis of space-charge effects in magneti-

cally focused electron beams, an investiga-
tion that laid the foundations for much of his
life’s work.8

He also secured the foundations of his per-
sonal life, marrying Sonya in 1936. Their
only child, Andre, was born in 1938. It was at
RCA that Haeff made his second major con-
tribution to tube art. He realized in 1938 that
a high-velocity bunched electron beam
would generate electromagnetic energy if
passed through a resonant cavity and, in
1939, filed the first IOT (inductive output
tube) patent, describing the density-modula-
tion induction phenomenon and the resul-
tant amplification of very high frequencies.9

In this patent he called his grid-controlled
tube simply an “electron discharge device,”
using the phrase “inductive-output tube” in
his 1940 IRE article on the tube.10 (In the
summer of 1940, Haeff took the train all the
way from New Jersey to Los Angeles to
present his invention at the IRE Pacific
convention.11) Employing a system of short
magnetic lenses, his IOT provided power
amplification over a wide band of frequencies
in the UHF range. The production version of
Haeff’s tube was the RCA-825 Inductive-Out-
put Amplifier (see Figure 1).12

Haeff’s IOT was used in RCA’s historic
1939 demonstration of television’s potential,
a large-scale experiment involving scheduled
TV broadcasts to metropolitan New York,
using a transmitter on top of the Empire State
Building.13 Early live programs included cov-
erage of President Roosevelt opening the
1939 New York World’s Fair. Haeff’s IOT was
used in the crucial repeater stations that
relayed the signal beyond line-of-sight,
extending the range of the experimental
transmissions as far as Riverhead on Long
Island, a total distance of 70 miles.14 His IOT
was “the only tube in existence in 1939
which made the television radio-relay system
possible at that time,” Haeff said.15

Soon, however, velocity-modulation tubes
in the klystron family eclipsed the IOT. Forty
years later, Haeff’s IOT was rediscovered by
Donald Preist and Merrald Shrader of Varian
Associates.16 Preist and Shrader noted that
“Haeff’s tube produced over 35 watts CWout-
put at 500 MHz, a remarkable performance at
the time.”17 The 1981 prototype of their
improved version of Haeff’s tube had a power
output 1,000 times greater than the original
tube.18 Varian marketed the Preist-Shrader
IOT under the trade name “klystrode”
because (as Preist and Shrader observed)
“between the anode and the collector, the

Figure 1. Prototype of Haeff’s IOT (inductive

output tube) in 1939. Themarket version of the

tube was the RCA-825 Inductive-Output

Amplifier.
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Haeff tube is similar to a klystron, while
between the cathode and the anode, it closely
resembles the tetrode.”19 In the 1980s and
1990s, the IOT rapidly took over the UHF TV
market, and today Haeff’s tube excels in digi-
tal TV broadcasting.

By the end of the 1930s, Haeff was totally
Americanized and had virtually lost his Rus-
sian accent (very occasionally a trace of it
would reappear, in moments of high stress).
Millikan described him as “Russian in origin
but completely American in outlook, per-
sonal appearance and bearing.”20 He was
devoted to his new country. A dark, serious,
thickset teddy bear of a man, Haeff was kind
and friendly, but also shy. His favorite conver-
sations were one-on-one, deep, and usually
scientific. Haeff enjoyed the company of cre-
ative people, whether scientists, musicians,
artists or writers. He was less fond of hide-
bound or dictatorial thinkers—especially the
bureaucrats and administrators with whom
he was increasingly forced to mix as he
moved up the scientific career ladder. Ironi-
cally, he himself eventually became a top-
level research administrator, a role he carried
out with aplomb but did notmuch enjoy.

Naval Research Laboratory, 1941–1950
In 1941 the effort to develop radar was con-
suming ever-larger numbers of electronic
engineers. Haeff entered the radar battle full
time inMarch of that year, joining the staff of
the Naval Research Laboratory (NRL) in
Washington DC, with the rank of consulting
physicist for the Radio Division.15 “I felt that
I could contribute considerably more if I
worked directly for the Government on
National Defense projects,” he said.15 Haeff
played a significant role in the wartime devel-
opment of radar and, in 1942, was a founder
member of the legendary Vacuum Tube
Development Committee (VTDC).

A glimpse of the nature and scope of
Haeff’s war work is provided by the flurry of
patent applications that he lodged at war’s
end, during the period from September 1945
to February 1946. He was prolific in invent-
ing new types of microwave signal genera-
tors and radar pulse generators, and he also
contributed to radar countermeasures,
inventing a sophisticated pulse-jamming sys-
tem (with Franklin Harris). This rendered
enemy radar equipment ineffective by trans-
mitting interfering pulses.21 The pulses were
synchronized with, and powerful enough to
obscure, the echo signals returning to the
enemy receiver.

Haeff’s pulse-jammer was designed for use
against high-accuracy radar systems, such
as shore-based fire control (gun-targeting)
equipment. He spent many weeks during the
early part of 1945 aboard a Navy cruiser off
the California coast, testing the equipment
in preparation for the planned (but pre-
empted) invasion of Japan later that year. Of
the five pulse-jammer patents that Haeff
applied for in early 1946, threewerewithheld
for security reasons until the 1970s, and his
advanced design continues to be referenced
in patents on jamming equipment up to the
present day.

Haeff’s UHF signal generators, developed
at the NRL from 1943, generated radio fre-
quency energy of known wavelength and
amplitude.22 They were used for testing and
adjusting many varieties of radio equipment
in the laboratory, factory, and field. The gen-
erators could deliver either continuous or
pulsed output and, in pulse mode, were used
principally to evaluate the performance of
radar receivers and radar jammers. The
Bureau of Ships and the Bureau of Aeronau-
tics granted contracts to various manufac-
turers to produce signal generators according
to Haeff’s design (with Haeff acting as advisor
to the manufacturers). Hundreds were pro-
duced for distribution to naval bases and to
ships. One of the manufacturers was the
fledgling Hewlett-Packard Company, situated
in what is now Silicon Valley. Hewlett-Pack-
ard turned out Haeff’s signal generators for
the Navy and the Army, as well as for Britain
and Russia. Commercial signal generators
manufactured during the 1950s by RCA, Gen-
eral Communications, and Airadio as well as
Hewlett-Packard (notably the Hewlett-Pack-
ard Model 610A), all followed Haeff’s designs
closely.23 It was the Haeff signal generator,
and also his radar jammer, that first put Hew-
lett-Packard on the industrial map.24

The war over, Haeff became head of the
new Vacuum Tube Research Section at NRL,
where in addition to directing tube research,
he made his next two major contributions to
the art. Pursuing his earlier study of space-
charge effects, he investigated the interaction
of electron streams of different velocities and
discovered a newmeans of amplifying micro-
wave energy.25 Haeff called his new micro-
wave amplifier the “electron-wave tube,”
now known as the double-stream amplifier.
This was effectively a traveling wave tube
with the helical electrode replaced by a sec-
ond electron beam. Haeff conceived the basic
idea in April 1946,26 and in December of that
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year, he gave the first written description of
the tube in a brief two-page note.27 The con-
cept of the double-stream amplifier had
arrived, and to the proud Haeff, it looked a
wonderful idea. He eventually reduced the
idea to practice inMay 1948.26

Phenomena discovered in tube research
often proved to be of importance in astrophy-
sics, and Haeff’s double-stream instability was
no exception. Haeff himself, in a foray into
astrophysics, suggested that his double-
stream effect accounted for the origin of solar
radio noise, conjecturing that intermingling
streams of charged particles emitted by the
sun will greatly amplify an initial disturb-
ance.28 He also suggested that the Aurora Bor-
ealis (Northern Lights) and Aurora Australis
are produced by a release of energy from
streams of solar electrons that are pulled in
by the Earth’s magnetic field. Haeff’s double-
stream instability remains the subject of
fundamental research today, in connection
with particle accelerators and high-energy
electronics, for example.

It was also during his highly productive
period at the NRL that Haeff invented his
“Memory Tube,” the basis of his various
contributions to computing history.29 The
Memory Tube stored information on a
coated glass screen. Haeff had a prototype of
this electrostatic tube working in June
194730 and, in the same month, prepared a
confidential report on the tube for NRL. In
this he wrote, “The signal-storage device
described in this paper has many applica-
tions. It promises satisfactory solutions to
such problems as … flash communications,
the storage and reading of binary numbers
for electronic digital computers, and many
other problems.”30

An important piece of early computer
technology, the Memory Tube had its origins
in Haeff’s radar research. The tube would, he
said, permit “simultaneous multicolour and
three-dimensional presentation of radar or
sonar data,” moreover offering operators the
advantage of “daylight viewing,” and the
tube could automatically generate a trace
whose length was “proportional to the veloc-
ity of the target.”31 The tube was quickly
declassified by NRL, and Haeff presented it at
the IRE Electron Tube Conference in Syra-
cuse, New York, on 10 June 1947.32

His invention aroused considerable inter-
est. TheMemory Tubewas written up inNews-
week in September 1947 and then in Popular
Science in May 1948.33 “The Navy’s new elec-
tronicmemory tube,” Popular Science reported,

“remembers signals as long as you want it
to.”34Newsweekdescribed theMemoryTube as
a “long-sought memory device for the new
‘electronic brain’ calculating machines now
being designed as successors to the Eniac,” and
the article echoes Haeff’s view that the tube
could resolve what Newsweek called the mem-
ory “bottleneck”—the problem of developing
a fast, cheap memory capable of keeping pace
with the high-speed electronic processors then
under consideration.35

With one of the world’s first electronic
storage and display devices functioning in his
laboratory, it is unsurprising that Haeff also
became a pioneer of electronic graphics. He
was probably the first to store graphics and
text for a prolonged period on an electronic
visual display screen, using the Memory Tube
to display letters and pictures early in 1947.
He also took the first historic steps toward
digital graphics and text, storing letters and
images on the tube’s electrostatic screen in
the form of discrete luminous elements (pic-
ture elements, or “pixels”).

As a high-speed computermemory, Haeff’s
Memory Tube was eclipsed by the BritishWil-
liams tube, although Haeff-type tubes did
form the main high-speed memory of MIT’s
Whirlwind I computer. The Memory Tube
had itsmost significant impact on computing
as a display device. Hughes Products com-
mercialized theMemory Tube,marketing ver-
sions of it called the Memotron, used for
storing and displaying graphics, and the
Typotron, which functioned as a text-based
computer output device. Later forms of
Haeff’s Memory Tube were in common use as
computer monitors and interactive graphics
terminals until the 1980s, most notably the
big screen Tektronix 4014, which many will
remember as a thoroughly modern alterna-
tive to interacting with a mainframe via a
paper-fed teletype.

Haeff was the first recipient of the IEEE
Harry Diamond Memorial Award, presented
to government servants for “outstanding
technical contributions” (www.ieee.org/about/
awards). The citation read, “For his contribu-
tion to the study of the interaction of electrons
and radiation, and for his contribution to the
storage tube art.”36 The award, bestowed in
1950, was primarily for Haeff’s ground-break-
ing inventions, the Memory Tube and the
double-stream amplifier,37 but undoubtedly
his radar signal integrating tubes, signal
generators, and radar jammers also played a
significant role in determining his selection for
the award.

Biographies
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Hughes Aircraft Company, 1950–1961
The pivotal year 1950 saw Haeff leaving the
NRL for the Research andDevelopment Labo-
ratories of the rapidly expanding Hughes Air-
craft Company in Culver City, California.
Owned by Howard Hughes, the flamboyant
and eccentric entrepreneur, aviator, and
movie producer, the company was at that
time primarily under the technical leadership
of Simon Ramo and Dean Wooldridge. Elec-
tronics was the main focus at Hughes and the
company was hiring stellar researchers. The
Hughes strategy was to take on military-
oriented research problems that were suffi-
ciently hard to deter competitors.38 When
his friend Si Ramo first broached a move to
Hughes in January 1950, Haeff was initially
reluctant to leave the NRL, but things
changed following the outbreak of the
Korean War later that year. Hughes was a
leading supplier to the US forces and, by
1957, was the largest defense contractor in
the United States. Haeff’s new position, from
November 1950, was head of the Hughes
Electron Tube Laboratory, a move that
cemented his transition from researcher to
research director.

Haeff set up the Electron Tube Laboratory
and led the Hughes research program in stor-
age tubes. Under his direction, the Electron
Tube Laboratory developed his Memory Tube
and his TWT. Haeff continued to invent,
especially in the field ofmicrowave amplifica-
tion, devising first his electron-stream ampli-
fier tube (filing a patent in April 1952), and
later the resistive-inductive wall amplifier, or
“resistive-wall amplifier,” with his Electron
Tube Laboratory colleague Charles Birdsall
(they filed for the first patent in October
1952).39 The resistive-wall amplifier exploits
an instability occurring when an electron
beam flows close to a coated surface. The
resistive-wall instability discovered by Haeff
and Birdsall is now the subject of a con-
siderable literature, especially in connection
with plasma work and high-energy particle
accelerators.

In 1954, Haeff’s Electron Tube Laboratory
was merged with other Hughes laboratories
to form a single entity under Haeff’s overall
control, the Hughes Research Laborato-
ries.40 At this time Haeff was made a vice
president of Hughes and designated director
of research (see Figure 2). In a large,
research-heavy organization such as Hughes
—the company had a workforce of over
20,000 by 195541—this was a superb, if
demanding job.

Haeff’s traveling wave interaction was
core to the early maser developments
(“microwave amplification by stimulated
emission of radiation”). Later, his double-
stream amplifier was important in the double
beam cyclotron maser, essentially a double-
stream amplifier in which the two electron
beams travel at relativistic speeds.42 Follow-
ing the pioneering invention of the ammonia
beam maser by Charles Townes at Columbia
University in 1954, Haeff had a hand in set-
ting up the maser research program at
Hughes. The laser (or optical maser) was
developed in Haeff’s Research Laboratories by
Ted Maiman in 1959, and the prototype Mai-
man ruby laser was built and operated in
Haeff’s laboratory during 1960. Haeff took
color slides home to show his excited family.
He himself went on to invent a number of
laser devices, including an influential chemi-
cal laser apparatus in 1968. This achieved
radiation amplification by siting a chemically
reactingmixture next to an optical cavity.43

The laser opened up new horizons in mili-
tary electronics. An internal memo to Haeff,
written a few weeks after the ruby laser first
operated, suggested researching its potential
use in “communication systems, optical
radars, passive detectors, … destructive weap-
ons, … submarine detection, inertial
guidance.”44 Haeff gladly harnessed his

Figure 2. Haeff in brother Alexei’s Manhattan

apartment in 1954.
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brilliant mind for the production of military
hardware. A technologically superior force
had overwhelmed the land of his birth in
1941, and from that year, he had devoted
himself to the development of military and
military-related technology for the defense of
his adopted country.

The launch of the Russian Sputnik satellite
in October 1957 triggered the lucrative space
race, and in 1959, Hughes entered the field
of space communications. As director of
research, Haeff played a leading role in man-
aging a research and development program
that led rapidly to Hughes’ Syncom, the first
geosynchronous communications satellite.
At Syncom’s heart was a lightweight TWT
developed in Haeff’s laboratories. The rese-
arch program midwifed by Haeff led to the
first operational commercial communica-
tions satellite, the Syncom-based Early Bird
(also known as Intelsat I), launched in 1965,
and ultimately to Hughes’ domination of
communications satellitemanufacture.45

The Later Inventions
Haeff himself left Hughes in 1961, following
a period of illness and exhaustion. He bravely
made the step back from director of research
to researcher and inventor, working on his
own and also as an independent consultant.
While consulting for Acoustica Associates (a
firm led by his friend and former Hughes Vice
President Andrew “Rus” Russell), Haeff inve-
nted his volumetric measuring device in
October 1962, the time of the Cuban missile
crisis. This important and influential device
used sound waves to measure the volume of
fuel in missiles, rockets, and spacecraft and
was able to function in a zero gravity
environment.46

The patents began to flow faster again, a
diverse cascade of inventions. Still working

with the properties of sound, Haeff carried
out a series of experiments in 1963 (with
Cameron Knox) showing that, under certain
conditions, the human ear is able to perceive
high frequency ultrasound as ordinary
sound.47 In 1964, now working from his
home in West Los Angeles, Haeff became fas-
cinated with the idea of using laser beams to
scan 3D objects—statues, buildings, works of
art, museum treasures—and to recreate the
objects virtually. He foresaw industrial,
household, and military applications for his
new invention, a harbinger of virtual reality
that he prosaically described in his 1964 pat-
ent application as an “Apparatus for Scan-
ning and Reproducing a Three-Dimensional
Representation of an Object.”48

In 1959, while still research director and
vice president at Hughes, Haeff began to
study controlled nuclear fusion. He realized
that since classical nuclear fission is environ-
mentally hazardous, somehow the clean-
burning hydrogen fuel of the sun would
have to be harnessed, first in the laboratory
and then in a revolutionary new type of
power plant. He struggled intermittently
with the problem of implementing fusion,
envisioning the use of a plasma containment
vessel. It was not until 1968 that he made a
concrete contribution, when in a sustained
burst of inspiration, he invented his plasma
containment device just weeks after invent-
ing the chemical laser apparatus described
earlier.49 Haeff was by this time employed in
the research laboratory of the Thompson-
Ramo-Wooldridge Corporation (TRW), whose
founders were the same Simon Ramo and
Dean Wooldridge who, 18 years earlier, had
brought Haeff to Hughes from the NRL.

Haeff stayed at TRW until 1975, when he
finally retired from formal employment. He
continued consulting at Caltech and NRL,
and (like Einstein before him) he became
increasingly engrossed with a unified theory
of gravity, hoping to integrate gravitation
and quantum mechanics. Haeff labored on
his unified theory at home, publishing some
abstracts, but the work was left unfinished.
He died in Whittier, California, on 16
November 1990.

Haeff is among America’s most brilliant
inventors, yet his name is little known even
within the electronic engineering community.
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TENEX and TOPS-20

DanMurphy Editor: DavidWalden

In the late 1960s, a small group of developers
at Bolt, Beranek, and Newman (BBN) in Cam-
bridge, Massachusetts, began work on a new
computer operating system, including a ker-
nel, system call API, and user command inter-
face (shell). While such an undertaking,
particularly with a small group, became rare
in subsequent decades, it was not uncommon
in the 1960s. During development, this OS
was given the name TENEX. A few years later,
TENEX was adopted by Digital Equipment
Corporation (DEC) for its new line of large
machines to be known as the DECSYSTEM-
20, and the operating system was renamed to
TOPS-20.

I followed TENEX (or vice versa) on this
journey, and these are some reflections and
observations from that journey. I will touch
on some of the technical aspects that made
TENEX notable in its day and an influence on
operating systems that followed as well as on
some of the people and other facets involved
in the various steps along the way.

The relationship between BBN and DEC is
a significant part of the story. In 1961, BBN
was one of the first sites external to DEC to
install and use a PDP-1 (DEC’s first computer),
and it did some early experiments in time-
sharing using this machine and some locally
designed modifications. During the subse-
quent years, many discussions took place
between the two companies about the best
way to design and build computers.

I was an undergraduate at MIT from 1961
to 1965. After receiving my degree in 1965, I
went to work for BBN doing various systems
programming activities and, in particular,
supporting the LISP system then in use for AI
research. We ran LISP on the PDP-1 and,
because of the needs of the users, wound up
doing considerable development on the LISP
system itself. These included (1) converting
our single-user PDP-1 LISP system into a LISP
timesharing system and (2) adding paging
capabilities to the LISP system to give the
effect of much more memory than the PDP-1
actually had.

From the time I arrived at BBN, our group
was eager tomove up to a PDP-6, DEC’s much
larger machine, one that seemed especially
suited for supporting large LISP projects.

From our own work, however, we also felt
that virtual memory and effective timeshar-
ing were essential, and we had a number of
discussions with DEC engineers and manage-
ment about hardware enhancements to the
PDP-6 that would support these features.

As noted, we had developed both virtual
memory and timesharing on our PDP-1 LISP
system. This system used a high-speed drum
as backing store for main memory and
divided both main memory and the drum
into fixed size units (pages) that could be cop-
ied back and forth as necessary. The LISP sys-
tem itself used 18-bit pointers and was built as
if there were an 18-bit (262,000 word) mem-
ory on the machine. However, with software
paging, each reference to the target of one of
these pointers was changed to a subroutine
call (or in-line sequence). The subroutine
would take the high order few bits of the
pointer as an index into an array (the page
table), which would contain the current loca-
tion of the page. If the page were then in
mainmemory, the page number bits from the
table would replace those that had been used
as the index into the table, and the reference
would be completed. If the desired page were
not in main memory, a call would be made to
a “page manager” routine to rearrange things
as necessary. That meant selecting a page in
main memory to be moved (copied) back to
the drum and then reading into this page the
desired page from the drum. Finally, the table
would be adjusted to reflect these changes,
and the reference sequence begun again.

In actual use, this system was fairly effec-
tive. The reference patterns of the typical
LISP programs that we were running were
such that the system was not dominated by
waits for drum I/O. That is, most pointer
references were to pages then in main mem-
ory, and only a small fraction were to pages
that had to be read in from the drum. Several
studies, some by us at BBN, were done to
investigate memory reference behavior and
gather statistics from various programs.1,2

However, the actual number of references
was sufficiently high that a great deal of time
was spent in the software address translation
sequence, and we realized that, ultimately,
this translationmust be done in hardware if a
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truly effective paged virtual memory system
were to be built.

Deliveries of the PDP-6 began in 1964, and
it immediately became themachine of choice
for LISP programming. A single 36-bit word
holding two 18-bit addresses (a CAR and CDR
in LISP terms) seemed designed especially for
LISP (this wasn’t mere coincidence). The big
(for the time) address space of 218 words
offered the promise of fast, efficient execu-
tion of large LISP programs. Although the
basic instruction set didn’t include a CONS
instruction (the LISP primitive that builds
lists), one early PDP-6 had a special modifica-
tion installed to provide that operation. This
was the machine that was installed at the AI
Lab of Stanford University, headed by one of
the inventors of LISP, JohnMcCarthy.

DEC Cancels the 36-Bit Architecture, or
Does It?
The group at BBN had every intention of
acquiring a PDP-6 to improve our LISP capa-
bilities, but of course, we wanted it to have
hardware paging so that we could bring over
the paging techniques from our PDP-1 LISP.
Several discussions were held between BBN
and DEC, including Win Hindle and Alan
Kotok on the DEC side. BBN was lobbying for
paging to be included in a subsequent PDP-6
model, or possibly as an add-on, but these
discussions came to an end when DEC
announced in 1966 that there would be no
further PDP-6 models—that is, that DEC was
going out of the 36-bit business. This turned
out to be the first of several such occasions.

Taking DEC at its word, BBN turned its
attention to selecting another machine with a
more promising future that we could use to
support our various research projects. The
result of this selection process was the pur-
chase of an SDS-940. Scientific Data Systems
(SDS) in El Segundo, California, was later
acquired by Xerox and known as XDS. The
SDS-940 was a 24-bit word machine with a
modest virtual address space, but it did have
hardware paging capabilities. Also, SDS was
touting as a follow-on, the Sigma-7 then under
development, which would be larger, faster,
and do all the things we could ever possibly
want. If it did, we never found out because, by
the time it came out, DEC had resurrected the
36-bit line, and we happily switched back to
the architecture we really wanted.

It was also a factor that the Sigma-7 suffered
a bit of schedule slippage. Yes, this actually
happened despite firm assurances from SDS
that no such thing was possible. SDS had even

published several ads in trade magazines
touting their forthcoming system as “the
best timesharing system not yet available.”
Another memorable ad read, “They said we
must be crazy to publish a firm software devel-
opment schedule, but here it is.” Apparently,
“they” were right because that firm schedule
went the way of most “firm” software devel-
opment schedules of the period.

The former ad also inspired someone at
DEC to create a counter ad for DEC’s PDP-10
operating system, TOPS-10, which read “an-
nouncing the best timesharing system very
much available.” This was after the reborn
36-bit machine had been announced and
named the PDP-10, aka DECsystem-10.3

BBN did use the SDS-940 for a couple of
years however, and we ran on it an operating
system developed by a group at University of
California, Berkeley.4 That was significant
because a number of features in the Berkeley
timesharing system were later modified and
adopted into TENEX.

DEC’s reentry into the large machine busi-
ness was heralded by the announcement of
the PDP-10 in 1967. Our group at BBN had
learned of the project somewhat earlier, and
we once again lobbied for the inclusion of a
hardware paging system. And once again,
this was to no avail. One advancement in the
KA10, the first CPUmodel of the PDP-10 line,
was the dual protection and relocation regis-
ters (the PDP-6 had only a single pair). This
allowed programs to be divided into two seg-
ments: a reentrant, read-only portion and a
read-write data area. That, however, was as far
as DEC was willing to go at that time in
advancing the state of the art of operating
systemmemorymanagement support.

Another factor was DEC’s firm intent to
keep down the price of this new large
machine. DEC was doing well with small
machines (PDP-5 and PDP-8 in particular),
but the PDP-6 had suffered numerous engi-
neering and reliability problems, it’s price
made it hard to sell, and some say, it almost
wrecked the company. The KA10 was de-
signed around a different hardware technol-
ogy that ultimately proved reliable and easy
to service in the field. The KA10 was also
designed to be more affordable, including a
requirement that a minimal machine could
be configured and sold for under $100,000.
This configuration was limited to 16,000
36-bit words of main memory and had no
solid-state registers for the 16 accumulators
(all AC references went to main memory at
considerable cost in time). To support this, a
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“tiny” build of TOPS-10 was designed that
would fit in 8,000 words, and various utilities
were similarly squeezed: 1 K-word PIP and so
on. Whether the $99,999 entry price was a
good marketing ploy is hard to say. In any
case, none of that configurationwas ever sold.

Then too, paging and “virtual memory”
were still rather new concepts at that time.
Significant commercial systems had yet to
adopt these techniques, and the idea of pre-
tending to havemorememory that you really
had was viewed skeptically in many quarters
within DEC.

Paging Requirement Leads to New
Operating System
Undaunted by DEC’s refusal to see the wis-
dom of our approach, BBN nonetheless
planned the purchase of several KA10’s and
set about figuring out how to turn them into
the system we really wanted. At the core of
that system was efficient demand paging and
sharing through use of memory mapping. As
noted earlier, the KA10 had two “protection
and relocation registers.” These supported a
virtual memory of sorts for user programs,
although not a paged one. Hence, the operat-
ing system was required to shuffle large
blocks of memory around as user programs
grew and shrank in order to form contiguous
areas. Also, there was no ability to share
memory between user processes beyond the
one segment that was reserved as a read-only
area for program text.

In addition to the 36-bit architecture we
favored, the PDP-10 system had good hard-
ware modularity, including in particular the
memory bus with independent memory
units. This led us to conceive of the idea of
putting a mapping device between the pro-
cessor and the memories that would perform
the address translation as we wanted it done.
The mapping device became known as the
“BBN Pager”, and its registers, pointer types,
and so on are described in earlier work.5

We also had to decide whether or not to
attempt to modify TOPS-10 to support
demand paging. The alternative was to build
a new system from scratch, an ambitious
undertaking even in those days. Obviously,
we decided to build a new system—the sys-
tem that was later named TENEX. This deci-
sion was justified largely on the grounds that
major surgery would be required to adopt
TOPS-10 as we desired, and even then we
probably wouldn’t be able to solve all the
problems. In retrospect, this view was prob-
ably justified because, although TOPS-10

development continued for nearly 20 years
after we started TENEX, TOPS-10 was never
modified to have all the virtual memory fea-
tures of TENEX/TOPS-20. TOPS-10 did ulti-
mately support paging and virtual memory,
but not the various other features.

Beyond that, there were a number of other
features not related to paging that we wanted
in an operating system. This further tilted the
decision toward implementation of a new
system. On the other hand, we had no desire
or ability to implement new versions of the
many language compilers and utilities then
available under TOPS-10, so a method of run-
ning these images “as is” was needed. We
decided it would be possible to emulate the
operating system calls of TOPS-10 with a sep-
arate module that would translate the re-
quests into equivalent native services. The
plan then would be to implement a new sys-
tem from the operating system interface level
down, a user-friendly command language
(shell), and particular major systems such as
LISP that were key to our researchwork.

Like most other software systems, TENEX
was an amalgam of ideas from a number of
sources. Most of the features that came to be
prized in TOPS-20 had roots in other systems.
Some were taken largely unchanged, some
were modified in ways that proved to be crit-
ical, and others served merely as the germ of
an idea hardly recognizable in the final sys-
tem. Among those that we can trace to one or
more previous systems are “escape recog-
nition,” virtual memory structure, process
structure and its uses, and timesharing proc-
ess scheduling techniques.

Three system most directly affected the
design of TENEX: the MULTICS system at
MIT, the DEC TOPS-10 system, and the Berke-
ley timesharing system for the SDS 940 com-
puter. MULTICS was the largest and most
state-of-the-art system of that time, and it
incorporated the latest ideas in operating sys-
tem structure. In fact, it was popular in some
circles to say that, with the implementation
of MULTICS, “the operating system problem
had been solved.” Several members of the
MIT faculty and staff who had worked on
MULTICS provided valuable review and com-
ment on the emerging TENEX design.

Many of the paging concepts came from
our own previous work, the PDP-1 LISP system
in particular. Other ideas had recently
appeared in the operating system literature,
including the “working set” model of program
behavior by Peter J. Denning.6 The TENEX
paging design, supported by specific features
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in the BBN Pager, allowed the operating sys-
tem to track the working set of each process
and to use an LRU algorithm when selecting
pages for removal frommainmemory.

MULTICS had developed the concept of
segmentation and of file-process mapping—
that is, using the virtual address space as a
“window” on data that permanently resides
in a file. The TENEX file system5 had a some-
what simplified implementation of this con-
cept, with “shared” and “indirect” pointer
types allowing the physical address of a page
to be maintained in one place regardless of
how many times it was mapped into user
address spaces.

The Berkeley 940 system had a multiproc-
ess structure, with processes that were rela-
tively inexpensive to create. That in turn
allowed such things as a system command
language interpreter (shell) that ran in unpri-
vileged mode and a debugger that did not
share address space with the program under
test and therefore was not subject to being
destroyed by a runaway program.

These two concepts, virtual memory and
multiple processes, were fundamental to the
design of TENEX, and ultimately were key to
the power and flexibility of TOPS-20. The two
abstractions also worked well together. The
concept of a process included a virtual
address space of 262,000 words (18-bit ad-
dresses)—the maximum then possible under
the 36-bit instruction set design. Extended
addressing was still many years away, and the
possibility that more than 262,000 words
(about 1.3 Mbytes) might ever be needed
rarely occurred to anyone.

We merely wanted the full virtual address
space to be available to every process, with no
need for the program itself to be aware of
demand paging or to invoke a “go virtual”
mode. We believed that mechanisms could
be built into the paging hardware and operat-
ing system to track and determine process
working sets, and it would do as good a job at
managing memory efficiently as if the pro-
gram explicitly provided information (which
might be wrong). It might happen, of course,
that a particular program had too large a
working set to run efficiently in the available
physical memory, but the system would still
do the best it could and the program would
make some progress at the cost of consider-
able page thrashing. In any event, the imple-
mentation of virtual memory was to be
transparent to user programs.

TENEX was “born” as reported in a BBN
internal newsletter from mid-1970: “TENEX

was put officially on the air on June 15, 1970
with capabilities to serve LISP and machine
language programmers. TENEX was sched-
uled to be on the air May 1, 1970. This six
week slippage was the only unrecognized slip
in a very tight schedule held since November,
1969.”

So althoughwe can’t claim to have had no
schedule slips, this announcement does
reflect that it was about six months from the
time the first line of code was written to
when the system was sufficiently operational
to begin supporting general users. Even at the
time, that did seem remarkable.

Of course, the system was far from fin-
ished or presenting all the features we
planned, and the stability did leave some-
thing to be desired. As the newsletter further
reported, “While the crash rate was very high
in the first week of operation, system’s per-
sonnel were able to find and correct many
bugs which were provoked by having ‘real
users’ on the system… Reliability has contin-
ued to improve, with only 3 crashes occur-
ring during the period July 1 through July 9.”

Active development of TENEX continued
for a number of years, but the original goals
were largely achieved by the time we pre-
sented a technical paper7 on TENEX at the
ACM Symposium onOperating Systems Prin-
ciples in October 1971. At the 2013 Sympo-
sium, this paper was given the SIGOPS Hall
of Fame Award (www.sigops.org/award-hof.
html), a recognition of the influence that
TENEX had on subsequent operating system
development. That paper discusses in detail
many of the technical features that I have
alluded to here.

A much earlier indication of the effective-
ness of TENEX was apparent in the first few
years however. Between 1970 and 1972,
TENEX was adopted and installed by a num-
ber of other labs supported by the Advanced
Research Projects Agency (ARPA) of the US
Department of Defense—not surprising, as
the needs of these groups were similar to
those of the BBN AI research programs.

During this same period, the ARPA net-
work was being developed and came on
line. TENEX was one of the first systems to be
connected to the ARPANET and to have
OS support for the network as a general sys-
tem capability. This further increased its
popularity.

TENEX Moves to DEC
The circumstances under which TENEX
moved to DEC and became TOPS-20 seem in
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retrospect to have included a number of for-
tuitous events. As noted earlier, by 1972,
TENEX had achieved a certain amount of
popularity among researchers on the ARPA
network. The reborn 36-bit machine, newly
christened the DECsystem-10 was enjoying
reasonable success in a number of other mar-
kets as well. The prestige of being the choice
of leading-edge researchers was worth adver-
tising though, so DEC ran an ad in a number
of trade publications headlined “ARPA has a
network of Supercomputers” and pointing
out what a large fraction of those were DEC-
system-10s. In fact, most of those were run-
ning TENEX. By April 1972, there were seven
sites in addition to BBN running TENEX.

BBN had a modest business building the
outboard paging hardware that, with the
technology of that day, required an entire tall
19-inch wide cabinet of logic. DEC, mean-
while, had begun work on a successor
machine to be known as the KI10 (the “I” at
least suggesting the IC technology that was
to be used). As early as June 1970, meetings
were held where BBN people attempted to
persuade DEC to include paging hardware
similar to the design of the BBN pager. Even-
tually, DEC decided to include paging in the
KI10, but it was based on a much simpler
architecture. DEC engineers were not con-
vinced that the several forms of pointers (pri-
vate, shared, indirect) and the core status
table would be worth the amount of hard-
ware required to support them. Nonetheless,
they did choose the same page size, 512
words, which at least left open the door to
some sort of later accommodation.

KI-TENEX
When the KI10 came out, DEC was disap-
pointed (to say the least) by the lack of inter-
est among the research community that had
helped spark KA10 sales. The problem was
that the machine would not run TENEX. It
was almost twice as fast as the KA10, but the
paging was different from what TENEX
required. As a further irony, the version of
TOPS-10 initially shipped with the KI10 used
the paging hardware only to simulate the
protection and relocation hardware of the
KA10 and realized no benefit from it.

During the summer of 1972, I had decided
to look for new opportunities outside of BBN.
Not surprisingly, one company I talked to
was DEC. In the course of those discussions, I
was asked about the possibility of putting
TENEX on the KI10. This was not a desire
that was widespread withinDEC in general or

within DEC software engineering in particu-
lar, but it was of great interest to Allan Tit-
comb, who was the marketing manager
covering the scientific and research markets.
Titcomb wanted very much to sell some
KI10’s to the sites that were running TENEX.

The outcome of this was that I went to
work for DEC, as a contractor. I contracted
with DEC for a fixed-time (three months),
fixed-price contract to make TENEX run on
the KI10.8 Compared to the commitment
implied by starting and staffing a real OS de-
velopment project, a one-man three-month
contract must have seemed an acceptably
small risk.

At the beginning of October 1972, I took
my leave from BBN and settled into an office
on 3-5 (building 3, floor 5) in DEC’s original
buildings in Maynard, Massachusetts. Being
at the time still rather youthful in outlook,
the idea of a three-month, fixed-price, one-
man contract to port a base operating system
to a new processor in a family didn’t strike
me as particularly scary. It helped that I also
had an offer from DEC of a permanent posi-
tion as an engineer in the TOPS-10 group
after the contract was concluded.

As part of my send-off from BBN, a couple
of coworkers who had previously worked at
DEC gave me some farewell presents that,
they assured me, would prove useful at DEC:
a flyswatter and a can of bug spray. DEC’s
facilities in Maynard at the time lacked some
of the aseptic uniformity generally expected
of hi-tech offices and labs. Because of their
age, history, and proximity to a mill pond
and stream, the buildings were well supplied
with various insect life and spiders, and my
friends at BBN wanted to be sure I knew what
I was getting into. Ultimately, I spent only a
little over a year working in theMaynardmill
buildings, but there were numerous occa-
sions late in the evening when the possibility
of further concentration on code was nil, and
I found myself watching at length as a partic-
ularly skillful spider spun a nearly perfect cir-
cular web among the posts of my partition.

Paging Algorithm in Software
My plan for KI-TENEX did not involve major
alterations in the paging structure of TENEX
in order to deal with the simpler pager of the
KI10. Rather, the idea was to simulatemost of
the logic of the BBN pager in software and
use a KI10 page table only as a software cache
or translation buffer for current virtual-to-
physical page mappings. Logically, this was
much like the design used in many later
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processors where the logic would be realized
inmicrocode and the storage in RAM.

Implementation of PDP-10 code to simu-
late the BBN pager was not a large or difficult
task and took probably less than half the time
of the project. In addition to paging, it was
necessary to write drivers for the file and
swapping devices then being shipped by
DEC, neither of which had been used at BBN.
Checkout of TENEX on the KI10 did, how-
ever, encounter one new and rather obscure
logic error in the paging hardware that
caused program errors and crashes at seem-
ingly randommoments.

Well before the end of the three month
contract period, TENEX was running well
enough on the KI10 to support building new
versions of itself. During this period, the sys-
tem was up and running for several hours
each day on a machine in the basement of
the mill, and a few curious employees came
around to try it. One such person was Dave
Braithwaite, then in the -10 benchmark
group, who brought over various bench-
marks and tests to try.

The contract formally ended (successfully)
when I delivered an official set of tapes con-
taining the TENEX sources and a bootable
system at the contractually appointed time.
This was somewhat academic at that point,
however, because it was not by any means
the end of TENEX-related activity at DEC.

During the time I was working on KI-
TENEX, a new processor, the KL10, was under
active development in hardware engineering.
The “L” in KL10 was originally intended to
mean “low cost” because the KI10 was per-
ceived as being somewhat expensive. How-
ever, technology was providing opportunities
to make a significant jump in performance
and that ultimately was to be the salient fea-
ture of the KL10. The product-line managers
were seeing opportunities to grow in the high
end, so the stage was set to consider some
major changes in capabilities.

IBMMakes Virtual Memory Legitimate
Quite possibly, the final fortuitous event
involved in the DEC decision to take TENEX
as the base for a DEC product happened not at
DEC but at IBM. It was during this period, in
the latter part of 1972, that IBM announced
“virtual memory” systems for the 360/370
family.9 Although this was not entirely unex-
pected, it provided a major shot of legitimacy
for the concept of virtual memory in com-
puter system products. I (and other TENEX
proponents) had been actively promoting the

virtual memory capabilities of TENEX, but it
took the IBM announcement to prove that
such capabilities could be a significant factor
in large systems markets. This is rather ironic
because the memory management architec-
tures in TENEX/TOPS-20 and the IBM systems
were quite different.

Soon, discussions were being held around
the idea that the KL10 would be—not just a
new CPU for the existing DECsystem-10 but
the cornerstone of a new VM product family
including both hardware and software archi-
tectures. Although I was part of only a few
of those discussions, I still look back with
amazement at the speed and confidence with
which the decision was made to undertake
such a major departure. The key individuals
included Allan Titcomb, who had initiated
the KI-TENEX project; Fred Wilhelm, the
engineering manager of the KL10 project; Bill
Kiesewetter, the marketing manager of the
DECsystem-10 product line; and John Leng,
the product line manager. We didn’t convene
task forces or study committees or waffle on
the idea for a year or two.Wemet, considered
the issues, and decided.

Thus, by the end of the three-month KI-
TENEX contract, I had a new offer from DEC
to join the KL10 group as project leader for a
new operating system for the KL10 based on
TENEX. By the time I started work at DEC as
an employee on 2 January 1973, one addi-
tional engineer had been recruited to form
the nucleus of a development group: Peter
Hurley. The two of us set up offices on the
fifth floor of Maynard mill building 5, in a
group with the hardware engineers, the prod-
uct-line marketing and management people,
and vice presidentWinHindle.

The new operating system group (the
name TOPS-20 didn’t come until it was
almost time to ship the product) grew to four
people during its first year. In addition to
Peter Hurley and me, Arnold Miller and Len
Bosack joined the group within the first few
months. Tom Hastings, one of the original
developers of TOPS-10, was also involved,
serving briefly as the supervisor. Although it
started as part of KL10 hardware engineering,
this new group made the transition to its
more logical place in software engineering
after the first year.

Several others served as supervisor of the
group between its formation and first ship.
On several occasions, the group hired its new
supervisor. To save time, an interview would
be set up with several members of the group
at once who would fire questions at the
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hapless candidate. If the candidate couldn’t
survive this, he clearly wouldn’t last in the
day-to-day functioning of the group. Manag-
ers weren’t the only candidates who were
given practical scrutiny. Judy Hall, the fifth
member hired into the group, and others
who joined during that period, were typically
asked to bring samples of their code when
they came for interviews.

How the VAX Almost Had 36 Bits
By 1975, it had become clear that the PDP-11
architecture had topped out. In particular,
the address space was too limited to support
many growing applications. An effort was
started to build a new machine that would
sell at the upper end of the PDP-11 price
range and beyond and would be the growth
path for -11 users. This new machine, code-
named the UNICORN, was to be based on the
36-bit architecture because there was already
a suite of software available for it. Several of
the most senior engineers in the PDP-11
groups began coming to Marlboro, Massa-
chusetts, to talk about building a small -10—
small to our way of thinking, but large in
comparison to the -11 line.

One upshot of this work was that design
work we had done to expand the PDP-10
address space beyond 18 bits came under
review. With more ambitious goals for busi-
ness and performance, and a greater apprecia-
tion for the pain of running out of address
space, the PDP-11 engineers insisted that the
extended addressing design be enhanced to
improve ultimate effectiveness. They con-
vinced us that performance should not be
compromised for reasons of compatibility or
conversion as had been contemplated in the
original design.

A new extended addressing design emerged
that was a big improvement in the long run.
It was, however, too late to be fully imple-
mented in the initial KL10 product. The new
design incorporated a 30-bit address rather
than the 23 we had initially considered as a
kind of stopgap.

Ironically, the UNICORN project never
came to fruition. Within a relatively short
time, a conclusion was reached that, even if a
cheap 36-bit architecture machine could be
built, it would not be “culturally compatible”
with the PDP-11 software and applications
and so would not meet the need. Instead, a
core group was formed to design an architec-
ture that would be culturally compatible with
the PDP-11 but would eliminate the limita-
tions of the PDP-11 address space. Eventually,

the machine built as a result of this effort was
named VAX-11, for Virtual Address eXten-
sion of the 11. As we know however, the
designers did a lot more than just extend the
address space. What is not widely known is
that, for a while at least, the VAXwas planned
to be a 36-bit architecturemachine.

Conclusion
The early popularity of TENEX on the ARPA-
NETwas certainly a key to its later acceptance,
transformation, and adoption as TOPS-20 by
DEC. That popularity in turn seems to have
been based not only on its technical features
but also on the fact that it was developed
within that community and was responsive
to it. When TOPS-20 became a DEC product,
it became part of a much larger market and
thus less responsive to any particular segment
of themarket.

In addition to that, as interest in other
computer architectures increased in the late
1970s, many research sites came to the con-
clusion that they did not want to be depend-
ent on any one vendor for either hardware or
software and, instead, wanted “open” systems
that would be amenable to local modification
and evolution. This of course led to a rapid
increase in the use and popularity of UNIX.
The fact that UNIX was implemented in a rea-
sonably portable language (at least as com-
pared with 36-bit MACRO) also encouraged its
spread to new and less expensive machines.10

If I could have done just one thing differently
in the history of TENEX and TOPS-20, it
would be to have coded it in a higher-level
language. With that, it’s probable that the sys-
tem, or at least large parts of it, would have
spread to other architectures and ultimately
survived the demise of the 36-bit architecture.

In a way, it did survive the 36-bit hardware,
although not as a practical system. Eventu-
ally, emulators were written for the PDP-10
instruction set, including the TENEX/TOPS-
20 paging hardware. DEC eventually released
the sources for TOPS-20 for experimental use,
and it was brought up under emulation. As
PC systems became progressively cheaper and
more powerful, the day came (long ago) when
a desktop PC system could run TOPS-20 faster
than the fastest hardware system that DEC
ever built.
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1973. In 1973, he joined DEC as the technical lead of

the group developing TOPS-20, and his later activities at

DEC included development projects on VAX-VMS. He

subsequently held positions at the Open Software Foun-

dation (OSF), EMC, and L3 Communications Klein

Associates. Contact him at dan.murphy@dlmmx.com.
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Events and Sightings
Chigusa Kita, Editor
Kansai University

CBI–NSF Computer Security History Workshop
The Charles Babbage Institute, supported by the
National Science Foundation’s Trustworthy Computing
program, is engaged in a multiyear research project,
“Building an Infrastructure for Computer Security His-
tory.” The project entails conducting 30 oral histories
with computer security pioneers, creating knowledge
networking resources, building archival collections,
and preparing a set of scholarly publications. On 11–12
July 2014, CBI held a workshop to facilitate and
advance scholarship and understanding of computer
security history.

An open call for papers yielded high-quality pro-
posals in a range of topics and themes—from computer
crime, security metrics, standards, and encryption to
pioneering companies, privacy, Internet design, and
hacker culture. Proposals came in from historians, com-
puter scientists, information scholars, and industry pio-
neers. At CBI we organized the papers, printed in a
privately circulated workshop volume, into four the-
matic sessions: conceptual foundations, industry foun-
dations, law and privacy, and identity and anonymity.
Sessions on Friday, 11 July, were followed by a workshop
dinner, with the final session and workshop wrap-up on
Saturday, 12 July.

During the workshop sessions, oral presentations
were kept brief since all attendees had texts readily at
hand in the printed workshop volume. Discussion cen-
tered on providing feedback to authors in preparation
for publication.

The editorial board of IEEE Annals of the History of
Computing has approved plans for two special issues
to publish revised papers from the event. All papers
will go through the journal’s standard peer review.
CBI Associate Director and past Annals Editor in Chief
Jeffrey Yost will guest edit the two special issues.

Additional results from CBI’s NSF-funded research
project include journal articles by co-PI Jeff Yost and
graduate-student research assistant Nicholas Lewis that
are forthcoming in the Annals, the completed oral-his-
tory interviews, and the knowledge-networking resour-
ces on computer security.1

Here is a full list of the papers from the workshop:

� William Aspray (University of Texas), “The Early
History of Symantec, 1982–1999”

� James W. Cortada (retired IBM, current Charles
Babbage Institute, University of Minnesota), “How
an IT Industry Is Born: Is this Happening with IT
Security Firms?”

� Laura DeNardis (American University), “The Inter-
net Design Tension between Surveillance and
Security”

� Larry Druffel, Rich Pethia, and Bill Scherlis (Soft-
ware Engineering Institute, Carnegie Mellon Uni-
versity), “The Formation and Operation of CERT: A
Retrospective”

� Philip Frana (James Madison University),
“Telematics, Transborder Data Flows, and the His-
tory of Computer Security”

� Karl Grindal (Cyber Conflict Studies Association),
“Artist Collectives versus Hacker Culture: Origins
of DDoS”

� Robert E. Johnston, “Information Security History
in the Private Sector, 1969–1999”

� Steven B. Lipner (Microsoft), “The Birth and Death
of the Orange Book”

� Andrew Meade McGee (University of Virginia),
“Privacy as Security: The Deep Political Origins of
the Privacy Act of 1974”

� Dongoh Park (Indiana University), “Social Life of
PKI: Sociotechnical Development of Korean Public
Key Infrastructure”

� Rebecca Slayton (Cornell University), “Automating
Judgment: Computer Security Metrics and the Rise
of Risk Assessment”

� Michael Warner (US Cyber Command), “Notes on
the Evolution of Computer Security Policy in the
US Government, 1965–2001”

� Jeffrey R. Yost (Charles Babbage Institute, Univer-
sity of Minnesota), “Access Control Software and
the Origin and Early History of the Computer
Security Industry”

Reference and Note

1. The completed oral-history interview are available at http://

conservancy.umn.edu/handle/11299/59493/browse?type

¼subject&order¼ASC&rpp¼20&value¼Computerþsecurit-

y, and the knowledge-networking resources on computer

security are accessible at https://wiki.umn.edu/

CBI ComputerSecurity/WebHome.

Thomas J. Misa is the director of the Charles Babbage Insti-

tute and the ERA Land Grant Chair in History of Technology in

the Department of Electrical and Computer Engineering at the Uni-

versity of Minnesota. Contact him at tmisa@umn.edu.

SIGCIS at the 2014 SHOTAnnual Meeting
The Society of the History of Technology (SHOT) held
its 57th annual conference in Dearborn, Michigan,

83IEEE Annals of the History of Computing Published by the IEEE Computer Society 1058-6180/15/$31.00�c 2015 IEEE

Previous Page | Contents  | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

Qmags
®THE WORLD’S NEWSSTAND

Previous Page | Contents  | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

Qmags
®THE WORLD’S NEWSSTAND

____

__________________________________

___________________________________

_________________________________
_____________

____________________

_________

http://conservancy.umn.edu/handle/11299/59493/browse?type=subject&order=ASC&rpp=20&value=Computer+security
https://wiki.umn.edu/CBI_ComputerSecurity/WebHome
mailto:tmisa@umn.edu
http://www.computer.org/annals
http://www.qmags.com
http://www.computer.org/annals
http://www.qmags.com


from 6–9 November 2014. This year, the Spe-
cial Interest Group for Computers, Informa-
tion, and Society (SIGCIS) held a day-long
workshop on “Computing the Big Picture:
Situating Information Technology in Broader
Historical Narratives.” Historian of technol-
ogy and MIT Professor Jennifer Light gave
the plenary talk alongside four workshop
sessions and two sessions for works in prog-
ress. Light’s keynote highlighted the various
intellectual genealogies spanning the history
of computing, such the history of technol-
ogy, the history of science, communication
and media studies, and architecture and
urban planning. She was also quick to
observe that, in order to get a broader pic-
ture of computing, scholars should attend to
the shrinking gap between the popular his-
tories done by journalists, librarians and
archivists, and policymakers outside of aca-
demic traditions. By considering an array of
historical accounts, she urged, new perspec-
tives could cross-pollinate with fields of
knowledge that had previously been segre-
gated, creating a much more complex, at
times conflicted, “bigger picture” of the his-
tory of computing.

Rebecca Slayton chaired the first panel,
“Information Technology and the Auto-
mated Society.” The participants gave indi-
vidual papers starting with Paul Ceruzzi’s
“The SHOT/AHA Series on Historical Perspec-
tives on Technology, Culture, and Society:
What Should a Booklet on Computing and
Information Technologies Contain?” Arvid
Nelson presented on “Debates on Automa-
tion in the 20th Century: Interpreting New

Sources at CBI,” Andrew Gansky followed
with “The Meaning of Life in the Automated
Office,” and Ekaterina Babintseva rounded
out the panel with “Between Life andMecha-
nism: The Notion of Information in Warren
McCulloch’s Theory.”

Session Leader Andrew Russell presided
over the first work-in-progress session that
congregated various social and technological
changes in user expectations and use design
over the history of computing. William Vogel
presented on his paper, “Shifting Attitudes:
Women in Computing, 1965–1985.” Steven
Anderson gave his presentation on “The Digi-
tal Imaginary: Mainframe Computers from
the Corporate Basement to the Silver Screen,
1946-1968.” Margarita Boenig-Liptsin pre-
sented on “Making the Citizen of the Infor-
mation Age: A Comparative Study of
Computer Literacy Programs for Children,
1960s–1990s.”

This first round of sessions was followed
by a lunch sponsored by the IEEE History
Committee and related SHOT SIGs to discuss
this topic: “Is there a role for the history of
technology in the middle school and high
school history curriculum?”

“Organizations, Institutions, and
Computing” addressed larger systematic
impacts that the history of computing has on
technological innovations. With Christopher
Leslie as acting chair and Cyrus Mody as the
session’s commentator, Nicholas Lewis gave
the first talk, “Computing Behind the Red
Line: The HPC History Project at Los
Alamos.” Chuck House from InnovScapes
Institute presented on “The Cisco Heritage
Project,” and James Lehning followed with
“Technological Inovation and Commerciali-
zation: The University of Utah Computer Sci-
ence Department, 1965–1975.” Michael
Castelle concluded with “Making Markets
Durable: Transaction Processing in Finance
and Commerce.”

With the widening interest and attention
paid to game studies and user design in aca-
demia, “At the Interfaces: Users and Games”
chaired byGerard Alberts provided refreshing
perspectives on gender, museum education,
and power relations. Kimon Keramidas’ “The
Interface Experience” introduced a museum
exhibition that would also provide a histori-
cal account of personal computing. Kather-
ine McFadden presented “Hand Sewn
Computing: Women’s Hobbies, Needlework,
and Computer Electronics.” Jonathan Scott
Clemens followed with “The Most Blatant
Testimony We Have to American Waste:

Figure 1. Workshop participants (left to right). Front row: ThomasMisa,

Robert Johnston, Karl Grindal, Jeremy Epstein, Bill Scherlis, and Philip

Frana. Back row: Rebecca Bace, James Cortada, Jonathan Clemens,

Jeffrey Yost, Dongoh Park, Michael Warner, William Vogel, William

HughMurray, Steven Lipner, Terry Benzel, AndrewMeadeMcGee, Carl

Landwehr, William Aspray, Nathan Ensmenger, Daniel BreckWalker,

and Laura DeNardis. Not in photo: AndrewOdlyzko and Rebecca

Slayton.
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Moral Panic and Video Arcade Games,
1978–1983.” Michael McGovern finished the
sessionwith a historical reframing of usership
with “Reframing Power Relations in the His-
toriography of Computing: Examples from
Early Medical Genetics and Calculator User
Groups.”

For the second work-in-progress panel,
Jason Gallo led the session with questions
about the application of disparate histories of
computing, from third-world engagements
to implications of an early American com-
puter education, from the broadening applic-
ability of IT workforces to aesthetic and
programmatic legacies in information visual-
ization. Accordingly, Beatrice Choi presented
on “Ser T�ecnico: Localized Technology Trans-
fer, Emerging Technical Actors, and the Bra-
zilian Computer Industry.” William Aspray
followed up with “How to Frame a Study of
the History of IT Education and its Relation
to Broadening Participation in the IT Work-
force in the United States,” which served as a
discussion on his latest book and ideas. Alex
Campolo presented on “White-Collar Forag-
ers: Ecology, Economics, and Logics of Infor-
mation Visualization.”

Nathan Ensmenger presided over the last
panel, “Designing and Making Computers.”
William McMillan presented on “Technical
Trends in the History of Operating Systems.”
Lav Varshney gave a talk on “Block Diagrams
in Information Theory: Drawing Things
Closed.” Barbara Walker followed with
“Gossip, Storytelling, and the Spread of
Innovation: The Von Neumann and Lebedev
Computer Projects in Comparison.” Finally,
Gerardo Con Diaz closed this session with
“Embodied Software: Patents and Software
Development, 1946–1970.” By focusing on
the histories of various aspects and features of
computing such as operating systems, infor-
mation theory applied through diagrams, the
socialization of computing via competition,
and the patent strategy of “embodying
software,” this panel approached the “bigger
picture” history of computing by considering
its overlooked computing parts.

Beatrice Choi is a PhD student and teaching

instructor in the Rhetoric and Public Culture program

at Northwestern University. Contact her at

beatrice.choi@u.northwestern.edu.

History and Philosophy of Computing:
New Seminars in France
Two new seminars are being set up in Paris
and in Lille on the history and philosophy

of computing. They aim at developing inter-
disciplinary approaches to computing, in
the wake of the History and Philosophy of
Programming (HaPoP) and History and Phi-
losophy of Computing (HaPoC) conferences
to which the organizers participated in the
past three years in Ghent, Birmingham, and
Paris (see http://hapoc2013.sciencesconf.
org).

“History and philosophy of computing:
practices, concepts, methods” is a monthly
seminar, organized at the Paris Institute for
the History and Philosophy of Science and
Technology (IHPST) by two philosophers and
a historian:

� Baptiste M�elès (CNRS, Archives Poincar�e
at the University of Nancy)

� Ma€el P�egny (CNRS, University of Paris 1,
IHPST)

� Pierre Mounier-Kuhn (CNRS and Univer-
sity of Paris-Sorbonne)

Starting in January 2015, the program fea-
tures the following lectures:

� Edgar G. Daylight (University of
Utrecht), “From the Pluralistic Past to
the Pluralistic Present in Programming”

� Mark Priestley, “Making a Place for Pro-
grammers: A New Look at John von Neu-
mann’s ‘First Program’”

� Giuseppe Primiero (Middlesex Univer-
sity London), “Computer Science as
Abstraction and Control”

� Frank Varenne (University of Rouen),
“Computing between Emulation and
Simulation”

The 2014 SHOT

conference included a

SIGCIS workshop on

“Computing the Big

Picture: Situating

Information Technology

in Broader Historical

Narratives.”
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G�erard Berry (Collège de France) and
Gilles Dowek (INRIA) are registered for two
more sessions on computability.

In partnership with the former, a seminar
on the “Interactions between logic, language
and computing: History and philosophy” has
been organized in Lille by Liesbeth De Mol
(CNRS/STL, University of Lille 3), Alberto
Naibo (IHPST, University of Paris 1, ENS),
Shahid Rahman (STL, University of Lille 3),
and Mark van Atten (CNRS/SND, University
of Paris-Sorbonne). The 2015 program
includes these lectures:

� Giuseppe Primiero (Middlesex Univer-
sity), “Software Theory Change”

� Yonathan Ginzburg (University of Paris
VII), “Quotation, Diagonalization, and
Dialogue”

� Pierre Mounier-Kuhn (CNRS & Univer-
sity of Paris-Sorbonne), “Logic and Com-
puter Science: A Filiation or Encounter
Process?”

� Amirouche Moktefi (Tallinn University of
Technology), “A Boolean Legacy: The Prob-
lemof Elimination in theAlgebra of Logic”

� Baptiste M�elès (CNRS, Archives Henri
Poincar�e, University of Nancy), “Digital
Networks and Dialogical Logic”

� Jacqueline L�eon (CNRS, HTL, Labora-
toire d’histoire des th�eories linguisti-
ques, University of Paris VII), “The
Controversy between Yehoshua Bar-
Hillel andMargaret Masterman over Lan-
guage Formalization and Machine Trans-
lation (1958–1960)”

� Edgar Daylight (Utrecht University),
“Towards a Dutch Perspective on the
Beginnings of Machine-Independent
Programming”

� Mark Priestley (UCL), “‘Visualizing Com-
putation’: From the Differential Analyzer
to the Flow Diagram, By Way of Some
Little Known ENIAC Drawings”

� Maarten Bullynck (University of Paris
VIII), “Excavating the Roots of the
Chomsky-Hierarchy: Computational and
Linguistic Practices at MIT before 1963”

This is in addition to the 20-year-old semi-
nar on the history of computing, created at
the Conservatoire National des Arts &
Metiers (CNAM, Paris) shortly after the sec-
ond conference on the history of computing
in France. Over the years, this seminar has
moved to the Sorbonne University and back
to CNAM in 2011. It has now three
“anchors”:

� François Anceau, a specialist of computer
architecture and (retired) professor at
CNAM and at the Grenoble University;

� Isabelle Astic, curator at Musee des Arts
& Metiers, in charge of computing and
network collections; and

� Pierre Mounier-Kuhn, historian at CNRS
and University of Paris-Sorbonne.

The principle of the seminar is to combine
or alternate historians’ and social scientist’s
approaches with actors’ testimonies (see
www.musee-informatique-numerique.fr). For
instance, last year the program included lec-
tures by

� Christophe Lecuyer, “Moore’s Law and
the Governance of Innovation”;

� Marie-Aline de Rocquigny, “The Emer-
gence of Managerial Informatics. Actors
and Representations (1960s–1970s)”;

� Pierre Mounier-Kuhn, “Golden Age Lost?
Women’s Careers in Computer Science
in France (1955–1980)”;

� Marie d’Udekem-Gevers, “The Mathe-
matical Machine of IRSIA-FNRS: An
Unknown Episode of the History of
Computing in Belgium”;

� R�emi Despr�es, “Once upon a Time before
the Internet: The Worldwide X.25
Network”;

� Louis Pouzin, “Cyclades. A Contribution
of French Research to the Development
of the Internet”;

� François Anceau, “The Parallelizing of
Sequential Program Execution: From
Tomasulo to Xeon”; and

� Jean-Jacques Quisquater, “On the Ori-
gins of RSA Cryptography, From Fermat
to the Smart Card: Whose Invention?
Surprises in Store.”

This last presentation is part of the prepa-
ration of the exhibition celebrating the 40th
anniversary of the smart card at the Musee
des Arts &Metiers (June 2015).

Pierre Mounier-Kuhn is a CNRS researcher at

the University of Paris-Sorbonne. Contact him at

mounier@msh-paris.fr.
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Reviews
Andrew Russell, Editor

Thomas J.Misa,Digital State: The Story ofMinneso-
ta’s Computing Industry, University of Minnesota
Press, 2013.
Simply put, Thomas Misa’s 2013 Digital State should be
an addition to the “must read” lists of serious students
and practitioners of the history of computing. In its 300
dense, but readable pages, Misa achieves several note-
worthy goals. Foremost, he presents a powerful argu-
ment for the importance of Minnesota within the
history of computing and the computer industry and of
the US military as its critical, enabling sponsor and cus-
tomer across this history. With this book, he continues
his valuable contribution to the discussion of place in
the history of technology (as in his recent article on
transnational history in History and Technology with
Johan Schot1) and to the importance of the state and
military in seminal technological developments (as in
his 1985 chapter on the transistor in Merrit Roe Smith’s
edited volume2). As Misa details, some of the most
storied names in the history of the computing indus-
try—Engineering Research Associates (ERA), Control
Data Corporation, Sperry Rand, and Honeywell—were
centered in the Twin Cities region of Minnesota, and all
used R&D contracts and lead orders from themilitary to
build digital computing and commercial markets for it
during the ColdWar.

Another goal accomplished by Misa in Digital State is
the creation of an accessible general history of modern
computing, told through the lens of the major develop-
ments in Minnesota. For example, the establishment of
ERA in St. Paul is key to both the launch of the digital
computer industry in general and the Minnesota indus-
try in particular. Rather than sticking strictly to the
details of why this spinout of an engineering group
from the Navy’s cryptologic organization took root in
Minnesota, Misa situates this within a crisp, thorough,
and insightful overview of the simultaneous emergence
of machine methods in cryptanalysis and electronic
digital computing duringWorldWar II, alongwith their
intersections. The narrative winds from NCR’s creation
of electromechanical bombes for Allied attacks on the
infamous Enigma machine through the creation of the
ENIAC computer in Philadelphia and on to the earliest
magnetic-drum-equippedmainframesmade by ERA.

In this and other episodes, Misa’s assumes little
about his readers’ background exposure to the history
of computing, which lets the book stand on its own and
makes it suitable as an insightful overview text for a
graduate seminar or advanced undergraduate course
grappling with the history of computing or, perhaps,
the training of electrical engineers and computer scien-

tists. The definitional role of the USmilitary in the early
computer industry is exemplified in the startup story of
ERA. In that case, machines first delivered to the US
National Security Agency and its predecessor organiza-
tions were then introduced as commercial products for
the laboratory and the office. Absorbed into Remington
Rand in 1952 and thus into Sperry Rand in 1955, the
trajectory of ERA into the period of Big Iron exemplifies
the themes of consolidation and competition in the rise
of the mainframe. Sperry Rand’s production of main-
frames in the Twin Cities did much to establish the
region in the industry, eventually employingmore than
10,000.

Honeywell, the venerable maker of industrial con-
trols and thermostats, as well as one of the region’s larg-
est employers, jumped into digital computing in the
1950s as well—first in joint activities with Raytheon
and then, in 1960, with a mainframe division of its
own. In the mid-1960s, Honeywell acquired a leading
Massachusetts maker of minicomputers, Computer
Control, and in 1970, acquired General Electric’s com-
puter operations, including its line of innovative time-
sharing systems. Combining these capabilities, Honey-
well created a national network of modem and terminal
accessible computers, available as a time-sharing serv-
ice. Its local rival, Control Data Corporation, did the
same, and the CDC Cyber Net network was at the time
more extensive than the ARPANET.

Control Data was the successful second startup by
key engineers involved in ERA. Founded in 1957, Con-
trol Data again aimed at the US military market, this
time in the demand for supercomputers by nuclear
weapons laboratories, most prominently Lawrence Liv-
ermore, and by the NSA. Other users in science and
engineering soon followed. Around the time of Control
Data’s formation, IBMmoved into southernMinnesota,
creating a major manufacturing facility on 400 acres
near Rochester. Soon the modernist Saarinen building
was home to IBM’s production of minicomputers and
disk drives as well as R&D activities. Eventually, IBM
Rochester moved into supercomputing as well, with the
famous Blue Gene line of computers, and key subsys-
tems for the Jeopardy!-winning Watson emerged from
its factory floor.

In treating these developments, Misa effectively
redeploys the approach Phil Scranton uses for US spe-
cialty manufacture3 to discuss the digital computer
industry. In particular, Misa finds Scranton’s concept of
an “industrial district,” with lead “integrated anchor”
firms and “specialist auxiliary” companies, to fit the
Minnesota story well. He makes good use of Scranton’s
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concept and insights in elaborating the con-
nections between computer makers and
suppliers like 3M and local precision manu-
facturers andmachine shops.

Finally, Misa accomplishes a goal that is
simultaneously a remedy and, hopefully, an
inspiration. In his story of computing inMin-
nesota, he ably demonstrates that many of
the practices and dynamics that are too often
hailed as distinctive of Silicon Valley were
present at the same time, and sometimes ear-
lier, in the Twin Cities and their surround-
ings. Silicon Valley and the Twin Cities (and
one might also add the Boston region) were
host to the dynamics of start-ups, spinoffs,
and venture capital organizations created by
successful engineer-entrepreneurs, govern-
ment contracts, military aerospace, and intel-
ligence markets as platforms for commercial
developments and historically important
innovations.Digital State shows that localized
production networks confronted both com-
mon and specific contexts in the develop-
ment of electronic digital computing as well
as the importance of the differences between
the responses of these localized networks and
the transactions, shifts, and competitions
among them.

Of course, natural pairings exist between
Digital State and Paul Ceruzzi’s study of the
Dulles Airport corridor in the DC region,
Christophe L�ecuyer’s Making Silicon Valley,
and AnnaLee Saxenian’s Regional Advantage.4

Hopefully Misa’s success with Digital State
will build momentum that encourages
additional studies of localized productive
networks and industrial districts from which
wemay begin tomore fully see how the intra-
national and international connections
between these localized networks simultane-

ously produce national and transnational
histories of computing.
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David C. Brock is a senior research fellow and

coauthor of Makers of the Microchip: A Documen-
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2010). Contact him at dcb@dcbrock.net.

Raiford Guins, Game After: A Cultural
Study of Video Game Afterlife, MIT Press,
2014.
InGame After, Raiford Guins sets out to evalu-
ate the place of videogames as historical
objects from a museum preservation and
material culture perspective. Guins’ reexami-
nation of the afterlife of videogames provides
a new contextualization of arcade machines
and game consoles as relics of an earlier gam-
ing era. Furthermore, it invigorates the field
of game studies with the professional histor-
icity it has been lacking. The book’s braiding
of public history and traditional scholarship
produces a down-to-earth odyssey of discov-
ery and reflection, as Guins leads the reader
through the various archives, museums, col-
lections, and professional workshops where
preservationists and engineers collaborate to
keep failing electronic parts and time-worn
wooden cabinets from reaching true death.
Barring the occasional obscure reference,
Guins writes with an authoritative voice, jux-
taposing literary and historical theory with
real-world examples, rarely forcing the reader
to question his conclusions. Guins is quick to
note in his introduction that the current state
of game studies is somewhat lacking from a

Hopefully Misa’s success

with Digital State will

build momentum that

encourages additional

studies of localized

productive networks and

industrial districts.
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historiographical perspective, and although
his book is specific in its scope, it provides a
solid example of how to include useful histor-
iographical methods (most importantly,
material culture) with game studies while
keeping it readable.

Guins does not focus on understanding
old videogames as they were in the time of
their origin, as if put in a time capsule.
Instead, he emphasizes their post-death state:
when an arcade game machine stopped
being popular or when Atari cartridges are
found more often in a landfill than in sec-
ondhand stores, for example. In other words,
Guins writes “about the historical life cycles
of video games and the diverse ways we expe-
rience them today” (p. 4). The various preser-
vation efforts he interrogates shed a new
light on the popularity of emulators and the
current trends of retro-gaming. The signifi-
cance of Guins’ approach lies in the immi-
nent material death of decades old video-
games and the unique requirements needed
to maintain old gaming hardware. These
requirements become more obvious with
each chapter, as Guins makes his way
through a plethora of recent preservation
endeavors, exemplifying the nonuniform
and place-specific needs and practices of
preservation-restoration efforts. Where cer-
tain museums accept the hardware death of
their exhibition, augmenting visitor experi-
ence with modern emulation programs,
restoration specialists (such as the Vintage
Arcade Superstore) possess large collections
of disassembled parts from broken machines
repurposed to repair and restore arcade
games for the personal collector (see Chap-
ters 1 and 6).

As a result of the book’s scope, its chapters
seem disconnected at times, as Guins jumps
from museums to arcades to discussions of
box art. Of particular interest to public his-
torians and museum studies scholars, the
first chapter discusses the place of video-
games in museums. Guins compares the dif-
ferent approaches of several videogames
exhibition practices of museums, such as the
Strong Museum of Play’s International Cen-
ter for the History of Electronic Games and
the Computer History Museum. He elabo-
rates on the difficulties of achieving a bal-
ance between providing visitors with a tactile
experience, while preserving consoles and
arcades from further wear. Chapter 2 delves
into the archival collection of videogames,
where Guins discusses the difficulties of vid-
eogame archiving. Although the chapter’s

theoretical framework is important as a gen-
eral argument about the place of archives in
academe, it has the secondary usefulness of
listing several key videogame archives in the
United States. The third chapter is a lengthy
and in-depth survey of recent arcade proj-
ects, illustrating the various ways museums
and enthusiasts re-create the feel of the
arcade in a combination of nostalgia and his-
tory. In Chapter 4, he analyzes the design
and marketing choices put into the creation
of Atari games box art. This analysis illus-
trates the usefulness of material culture stud-
ies in understanding marketing trends in the
game industry and the creation of brand rec-
ognition. Guins revisits the mythical Atari
Alamogordo landfill in the fifth chapter.
Here, Guins not only focuses on the landfill
legend, but he also delves into the archeolog-
ical and historical meaning of games as
“trash” and analyzes what made E.T. a bad
game. Guins’ inquiry puts the development
of the game created by Howard Scott
Warshaw in much needed perspective, show-
casing the time restrictions and corporate
pressures to release the game within an
inadequate amount of time.

Although the book relies too heavily on
theory for the lay videogame enthusiast, his-
torians of computing may find it useful
because Guins provides a unique mixture of
method and theory that can be used in other
aspects of hardware and software history.
Public historians and those interested in
museum studies and preservation, especially
of recent technology, will also find much of
interest in this book. For scholars interested
in game studies or the history of videogames,
this book is amust have.

Itamar Friedman is a history of science and

technology PhD candidate in the Department of His-

tory at the University of South Carolina. Contact him

at friedmai@email.sc.edu.

Hallam Stevens, Life Out of Sequence: A
Data-Driven History of Bioinformatics,
The University of Chicago Press, 2013.
Hallam Stevens’ Life Out of Sequence opens
with the description of a contemporary biol-
ogy laboratory in which “[i]n half of the lab,
benches had been replaced by long rows of
desks, each holding three or four computers”
(p. 5). The transformation of the physical
space and the (partial) replacement of the
traditional biologists’ tools with hardware
and software is an apt image for
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summarizing the change brought in the
study of life by bioinformatics. This interdis-
ciplinary field has grown as a result of contri-
butions from biology, computer science,
mathematics, statistics, and software engi-
neering, just to mention the main contribu-
ting disciplines.

Life Out of Sequence pursues the investiga-
tion of bioinformatics relying on a joint his-
torical and ethnographic approach. To build
his narrative, Stevens makes use of archival
research, fieldwork in bioinformatics ven-
tures, and more than 70 interviews with peo-
ple engaged in the development of the
discipline. As the subtitlemakes clear, it is the
role of data, mainly gathered by sequencing
DNA, RNA, and proteins, that is the driving
force behind this account of bioinformatics.
Following the process that transforms “wet”
biological samples into data that can be
archived in a database and shared worldwide
via the Internet, Stevens describes in six
chapters “how biological work and biological
knowledge is shaped and textured by digital
infrastructures” (p. 203).

The book begins with an historical
account of the development of computers
during and after World War II and their
encounter with biology. It examines early
computer projects, such as MOLGEN, which
is aimed at combining expertise in molecular
biologywith techniques from artificial intelli-
gence, and describes unusual careers like the
one of the physicist Walter Goad, who was
instrumental in the establishment of the
National Institutes of Health (NIH) database
of DNA sequences (GenBank), and the pio-
neering work in bioinformatics of the biolo-

gist James Ostell. Chapter 2 focuses on the
new (but not uncontested) approach to mak-
ing biological knowledge permitted by the
use of computers and reflects on the chal-
lenges posed by data-driven research.

Chapters 3 and 4 rely more directly on Ste-
vens’ fieldwork in biological laboratories in
the United States and Europe and describe
the physical and virtual spaces in which bio-
informatics is enacted. The author guides the
reader in the business-like environment of
the Broad Institute headquarters in Cam-
bridge, Massachusetts, “eight stories of shim-
mering glass and metal” (p. 79), and in the
factory-like establishment of its sequencing
center (Chapter 3). He also offers an insight
into the computer networks and the stand-
ards that have been devised to share sequenc-
ing data (Chapter 4).

Chapter 5 returns to an historical perspec-
tive to show how databases have influenced
and constrained the practices of biology,
using as case studies Margaret Dayhoff’s Atlas
of Protein Sequence and Structure1 and the
already mentioned GenBank (operational
since 1982). The final chapter of the book
shifts the focus from databases to the visual-
ization strategies adopted for facilitating the
use of sequencing data. A major concern of
the author is discussing how these visualiza-
tion tools shape and constrain biologists’
understanding of data.

In conclusion, Stevens raises questions
about the biological, medical, and social
implications of a biology driven by sequenc-
ing data and speculates about a future “end”
of bioinformatics, an end not due to a refusal
of digital tools but justified on the contrary
by the ubiquity of bioinformatics practices.
Stevens’ interviewees who consider bioinfor-
matics “of marginal importance to ‘real’ biol-
ogy” or “as the same old biology dressed up
in computer language” (p. 43) would rather
disagree with this vision.

The book is engaging and detailed, but
readers not already familiar with the
sequencing process or the digital tools dis-
cussed would have benefited from a glossary
of biological and computing terms. A debat-
able point in Stevens’ account is the great
emphasis that he places on physics in the
development of bioinformatics. All the other
disciplines that contributed to the growth of
this interdisciplinary venture are somehow
belittled by his choice. This is particularly
evident in relation to computer science and
computational science, which were already
established by the early 1990s when Stevens
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sets the establishment of bioinformatics. Yet
although technical aspects, such as ontolo-
gies, are discussed at length in the book,
there is not much about the expectations
and agendas that brought computer scien-
tists and computational scientists into biol-
ogy. However, such computer experts must
have been (and still are) some of the main
characters behind this story, alongside
biologists; after all, the hybrid discipline
developed is named bioinformatics and is
considered something different from the
fields of biophysics and biostatistics that also
make use of digital tools for computing and
data management.

That said, Life Out of Sequence deserves
credit as an ambitious account of an interdis-
ciplinary scientific enterprise. It is a stimulat-
ing book for all the readers interested in the
intertwining of computers and biology and
in the history of data and their management.

Reference

1. M.Dayhoff, Atlas of Protein Sequence and Structure,

Nat’l Biomedical Research Foundation, 1966.

Giuditta Parolini is a postdoctoral fellow in
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M. Deguerry and R. David, De la
logique câbl�ee au calculateur industriel.
Une aventure du Laboratoire d’Automa-
tique de Grenoble, Eda Publishing,
2008.
The issue of research-industry collaboration
became an obsession in the 1960s for many
European planners, who compared the bar-
riers to innovation they perceived in their
countries with the American model. Partly
for this reason, success stories have been rare
in the French computer industry. This book
narrates one of them, a case of fruitful tech-
nology transfer from a university to a private
company during the heyday of the mini-
computer.

An electrical engineer from the Institut Pol-
ytechnique de Grenoble (Grenoble Polytechnic
Institute), Ren�e Perret had devoted his doc-
toral dissertation to the regulation of large
electricity transport networks and had spent
six months at Howard Aiken’s computing
laboratory in Harvard and at the National
Bureau of Standards in Washington, DC. Per-
ret understood the need for expertise and

training in emerging fields like regulation,
servo-mechanisms, and automatic control.
In 1958 he created a servo-mechanism team
within the university’s Applied Mathematics
Laboratory and then in 1962 established his
own Laboratoire d’Automatique de Grenoble
(LAG)—an acronym that could not be misin-
terpreted in French. Perret maintained close
relationships with international figures in
this field, such as Winfrid Oppelt from Darm-
stadt, or Yasundo Takahashi from Berkeley
who came as visiting professor to the Univer-
sity of Grenoble.

The development of the laboratory for
automatic control followed the same process
model as the one observed in computer sci-
ence.1 It attracted students, who eventually
completed doctorates while working as assis-
tants and could undertake applied research
projects. Its resources came from contracts
with private industry, nationalized compa-
nies, and government agencies as well as
from the Ministry of Education. This gener-
ated revenue and new research topics as well
as practical experience in cooperating with
firms.

Among various industrial partners, the
Battelle Institute in Geneva employed Perret
as a consulting engineer and entrusted his
laboratory with the design of a calculator,
Alpac (Analogue & Logic Process Automation
Computer).

In Grenoble the Mors company, a vener-
able automobile maker that had converted to
manufacturing railway signals and automatic
systems, established a joint research team
with LAG in the Polytechnic Institute. This
team was sponsored by DGRST, a new gov-
ernment agency that had recently been set
up specifically to support research-industry
collaborations. The first outcome was a fam-
ily of digital modules designed at LAG, using
resistor-transistor logic (RTL) and marketed
as Logimors.

In 1963, two of Perret’s doctoral students
were assigned the task of designing a small
industrial computer under contract with
Mors. The book vividly describes the project
and its constraints, the growing research
team, the technological choices, the experi-
ence gained with laboratory mock-ups, and
the many efforts still needed to transform
the latter into a rugged machine able to
work in chemical or mechanical plants.
With all due qualifications, the MAT01
could boast being the first computer based
on ICs developed and marketed in France,
perhaps even in continental Europe. Mors
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presented it in October 1965 and, over the
next three years, sold a modest 20 units,
gaining 15 percent of the French market for
this class of machines, in competition with
DEC PDP-8 and other computers from vari-
ous French makers. The authors devote a
useful chapter to the first clients—for exam-
ple, the MAT01 processed data for the stress
tests of the Concorde supersonic airliner and
was used to control the regional power grid
in Naples, Italy. The MAT01 was marketed in
1965, and its designers defended their doc-
toral theses six months later. Accordingly,
the authors remark that it was a rare exam-
ple of a negative time lag between invention
and innovation!

Because demand grew faster than Mors’
investment capability, the computer and
automation division was sold to another
established firm in the same field, T�el�em-
�ecanique. T�el�em�ecanique used the MAT01 to
diversify its offer and then developed a whole
family of minicomputers based on TTL tech-
nology. Their commercial success contrasted
with the ups and downs of the government-
sponsored Plan Calcul, at the same time. It
required a new factory that employed 700
people in the early 1970s.

To many readers throughout the world,
this is a rather common story of a technical
development in a university department of
electrical engineering, leading to a transfer of
technology and talents to a private company
that converted it in a commercial success. Yet
the book is particularly welcome because the
literature on European laboratories devoted
to automatic control is scarce compared with
the vast historiography on computer science,
and little has been published on European
minicomputers. Moreover, to social scientists
itmay serve as a good case study in revisionist
history. This story challenges the established
view of a centralized France where not much
happened outside Paris, of French scientists
living in an ivory tower and not involving
themselves with technology, and of conserva-
tive, if not Malthusian, managers in French
small businesses.

Yet the innovative configuration in Gre-
noble was seriously impacted a few years later
by decisions from Paris. In 1975, following
the termination of the Plan Calcul, Thom-
son-CSF, the large, diversified electronics con-
glomerate with many connections with the
civilian and military administrations, man-
euvered to take control of the minicomputer
business of T�el�em�ecanique as well as of CII.
The outcome was predictable: Thomson

merged the two subsidiaries, starting years of
conflicts between rival teams and product
lines, a succession of managers, and a slow-
down in growth, while other minicomputer
vendors increased their share of the European
market.

Meanwhile, LAG went on as one of Fran-
ce’s main laboratories in its field and still
exists as GIPSA-Lab. It celebrated its 50th
anniversary in 2008, with the publication of
this book.

The authors themselves were key actors in
the story. Their later interest in history bene-
fitted from the resources of Grenoble-based
Aconit, one of the most active computer her-
itage societies in Europe.2

Well-documented and illustrated, the
book ends with useful appendices, including
a list of doctoral dissertations prepared at
LAG, that shed light on the evolution of the
field. Overall, it does a good job in weaving
three threads together:

� a monograph of a laboratory with a
eulogy of its founding father;

� the saga of a series of machines and of
the firms that manufactured and sold
them; and

� an engineer’s introduction to the history
of technologies: successive approaches to
control and command, components, sys-
tems, and themathematics of technology.

The introduction serves to bring a deeper
sense of scientific and historical culture to
younger generations. The authors’ success
with these threads, and their passionate
desire to revive the excitement of their
adventure, make the book interesting for his-
torians of higher education, technology, and
the computer industry.
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company’s 25th anniversary alongside other
Canon products such as the SureShot auto-
matic camera and PalmPrinter calculator. “In
addition to general consumer items,” the ad
explained, “Canon’s optic, electronic and
engineering capabilities contribute to indus-
trial productivity, as well as professional and
humanitarian aims.”13 Technical, economic,
and social factors all contributed in part to the
production and distribution of the
Communicator.

Similarly, TI explicitly marketed the
Vocaid as a dedicated AAC device and as a
member of the company’s product family.
The Vocaid Owner’s Manual links the com-
munication aid to TI’s corporate lore, noting
that “Texas Instruments invented the inte-
grated circuit, the microprocessor, and the
microcomputer, which havemade TI synony-
mous with reliability, affordability and com-
pactness. Vocaid carries on TI’s tradition of
technology leadership.”14 Launched in 1982,
the Vocaid was a direct spinoff of a preexist-
ing TI product, the Touch & Tell toy, intro-
duced a year earlier. In both products, printed
interchangeable panels overlaid a touch pad
that, when pressed, activated an electronic
circuit to verbally pronounce sounds, letters,
numbers, words, and phrases. A 1983 report
from the US Congress’ Office of Technology
Assessment noted that the Vocaid “might
well have never been modified and commer-
cialized had Texas Instruments not already
had a running start on this technology.”

The Touch & Tell was based on TI’s prior
innovations in synthetic speech and solid-
state memory. In 1978, the TI Speak & Spell
toy became the first consumer electronic
device to duplicate the human vocal tract on
a single chip of silicon.15 The aforementioned
Newsday article highlighted this repurposing,
noting of the Vocaid, “Now, the same tech-
nology that produced the little child’s toy
that E.T. the extra-terrestrial rearranged to
‘phone home’ with is also being used to give
non-verbal people a new way to find a
voice.”1 Interestingly, it is the Speak & Spell’s
own reinvention in the 1982 film E.T. that
catapulted it into the cultural zeitgeist.16

Ultimately, the Vocaid was, by most
accounts, a failure. Former Vocaid engineer
Paul Michaelis commented, “It just sat on the
shelves. It was a tremendous disappoint-
ment.… Nobody bought it.”17 While the
Touch & Tell sold for approximately $40, the
Vocaid was priced much higher at $150,

beyond most individual’s means.1 Various
policy and economic disincentives led to the
Vocaid’s eventual discontinuance, including
delayed and partial reimbursement from
third-party funders such as Medicare, high
marketing costs, and difficulties in identifying
prospective users because of the diverse range
of disabilities that manifest in an inability to
talk.12 Arlene Kraat, director of the CUNY-
Queens College Augmentative Communica-
tion Center, noted her frustration over bar-
riers to full utilization. Devices like the Vocaid
were “capable of a lot,” she said, “but we just
can’t get it to the people who need it. There’s
a lot of money to develop talking cars, talking
toys and talking refrigerators because there’s a
better profit in it.”1

Recovering Disability
Repurposing, such as that of the Speak &
Spell, Touch & Tell, and Vocaid, has a long
history. Various historians of communication
technologies have chronicled how moments
of “progress” and “innovation” always enter
into preexisting systems18 and how techno-
logical “failures” produce new forms of
knowledge.19 Media studies scholars Jay
Bolter and Richard Grusin use the term
“remediation” to describe the refashioning of
new media out of prior media forms.20 With
respect to the history of assistive devices,
Mara Mills has written, for example, about
how throughout the 20th century, AT&T and
Bell Labs drew on notions of “normal” hear-
ing to develop telephone technologies and
then transformed telephone parts into com-
ponents for hearing aids and audiometers to
measure hearing loss.21 At the dawn of the
PC era, AAC devices remediated advance-
ments in microcomputing, and the Vocaid
was later appropriated by hackers and hobby-
ists engaged in the art of circuit bending (the

The iPad, when used for

AAC, carries with it the

legacy of struggles over

private and public

funding for assistive

technologies.
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creative rewiring of electronic devices and
toys to create new and unusual sounds.)22

The iPad, as an AAC device, also remedi-
ates the Vocaid and the Touch & Tell. Instead
of printed panels, the iPad supports various
apps. The tablet can be an assistive technol-
ogy, a videogame console, and myriad other
tools. However, the iPad, when used for AAC,
also carries with it the legacy of struggles over
private and public funding for assistive tech-
nologies. Although most apps available in
iTunes are free or cheap, AAC apps are some
of the most expensive in the Apple market-
place, costing $200 to $300.Meanwhile, state
agencies and insurance companies generally
do not cover the iPad (which currently sells
for $299 to $929) because it is not considered
“durable medical equipment,” meaning a
technology exclusively dedicated to AAC.23

The comparative case study of the Vocaid
and the iPad illustrates how the research,
development, commercialization, use, and
reuse of augmentative and alternative com-
munication devices is embedded within the
history of mobile computing. The Vocaid,
Touch & Tell, and Speak & Spell not only
carry on “TI’s tradition of technology” but
also join devices such as portable televisions
and radios in an extended lineage of mobile
communication technologies.24 Moreover,
the history of AAC sheds light on the inexor-
able, but understudied links between the his-
tory of communication technologies and
disability history. Disability and impairment
are not simply addressed by rehabilitation
and recovery through assistive technology;
individuals with various disabilities need to
be recovered from and rewritten into the his-
tory of how communication technologies are
designed, marketed, and adopted. While

“new machines give the silent a chance to
speak,” the history of communication tech-
nology should listen more closely to the eco-
nomic, social, and cultural logics that
whisper through today’s speakingmachines.
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Augmentative, Alternative, and Assistive:
Reimagining the History of Mobile
Computing and Disability
Meryl Alper
University of Southern California Editor: Nathan Ensmenger

“New machines give the silent a chance to speak,” read
the headline of an article in Newsday profiling the Nas-
sau United Cerebral Palsy Treatment and Rehabilitation
Center in Roosevelt, New York. The center was training
disabled individuals to use computerized communica-
tion aids, specifically adults and children who were
unable to speak or had minimal speech due to develop-
mental or acquired impairments. Said Salvatore Gullo,
the center’s executive director, “With the development
of all this new electronic technology, it became appa-
rent that there were more ways to get nonverbal people
to communicate and put them in more contact with
their environment, with their families and their
peers.”1 Another article in theWall Street Journal echoed
that hopeful sentiment. It profiled a Long Island man
who created a charity to provide pricey communication
technologies to nonspeaking autistic children. “It’s
amazing how difficult life is when you can’t
communicate,” he was quoted as saying, “and this gives
them a voice.”2

The two articles speak volumes about the rhetoric of
revolution embraced by technophiles in the digital
age,3 the discourse of technology as an equalizer of
access and opportunity for individuals with disabil-
ities,4 and the notion of “voice” as both symbolizing
human speech and serving as a powerful metaphor for
agency and self-representation.5 Each piece sings the
praises of consumer electronics companies (Texas
Instruments and Apple, respectively) and their mobile
communication products with speech output capabil-
ities (the TI Vocaid and the Apple iPad).

However, despite common themes and almost inter-
changeable quotes, the two pieces were published
nearly 30 years apart, in 1983 and 2011. This article
explores the linked histories and sociocultural implica-
tions of the Vocaid and the iPad. Through this brief case
study, I argue that developments in mobile computing
and advancements in electronic communication aids
for nonspeaking individuals are inherently intertwined
through the history of their research, development,
commercialization, use, and reuse. Although disability
is often underrepresented in the history of computing,6

it has played, and continues to play, a significant role in
how computers augment and provide alternatives to
human communication and expression.

AugmentingMobile Communication History
Many nonspeaking individuals use technologies com-
monly referred to as augmentative and alternative com-
munication (AAC) devices to augment other forms of
communication (such as nonverbal gestures and non-
lexical sounds such as laughter) and as an alternative to
oral speech.7 AAC devices range from low-tech (picture
cards and plastic communication boards) to high-tech
versions (computers like those used most famously by
physicist Stephen Hawking and film critic Roger Ebert).
Electronic AAC systems provide individuals with signifi-
cant expressive language impairments (due to disabil-
ities such as autism, cerebral palsy, and traumatic brain
injury) with tools for selecting words, symbols, and
images to communicate their thoughts and converse
with others through digitized and/or synthetic speech.

Prior to microcomputers, electronic AAC devices
tended to be stationary and custom built at a cost of
$15,000 to $50,000.8 Early electric communication aids
took the form of special systems to control typewriters
through alternative inputs (such as a straw that sends
signals to a device through inhales and exhales).8 Priced
at $2,000, the Phonic Ear HandiVoice, developed in
1978, was the first portable commercial voice output
communication aid.9 It came in two versions: one with
a keyboard for words, pictures, and symbols and
another with a calculator-like keyboard that required
users to learn hundreds of three-digit codes in order to
speak a single word.10 Contrary to its name, the four-
pound HandiVoice was not easily handheld; rather,
“saying something with this device was like chiseling
words into a stone tablet,” noted one user.11

Canon and TI were motivated to enter the assistive
communication aids market in the late 1970s and early
1980s because of their advancements inmicroelectronics.
US legislation such as the Rehabilitation Act of 1973 and
Education for All Handicapped Children Act in 1975,
which would purportedly fund such assistive technolo-
gies, also incentivized the companies.12 In 1977, Canon
introduced the Canon Communicator, a portable tape
typewriter “for non-oral, motor impaired persons.”13

The Communicator was included in a 1980 national
print newspaper advertisement commemorating the

continued on p. 93
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